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ABSTRACT
Silicon nanoclusters exhibit light emission with direct-like ns–μs time dynamics; however, they show variable synthesis and structure,
optical, and electronic characteristics. The widely adopted model is a core–shell in which the core is an indirect tetrahedral absorb-
ing Si phase, while the shell is a network of re-structured direct-like H–Si–Si–H molecular emitting phases, with the two connected via
back Si–Si tetrahedral bonds, exhibiting a potential barrier, which significantly hinders emission. We carried out first-principles atom-
istic computations of a 1-nm Si nanoparticle to discern the variabilities. Enlarging the network reduces the potential barrier mono-
tonically to a finite limit not sufficient for strong emission to proceed while inducing a path to quenching of emission via a conical
crossing between the excited and ground states. However, enlarging the network is found to induce strain and structural instability,
which causes structural relaxation that creates a direct path for emission without crossing the barrier. Following emission, the particle
relaxes back to the indirect ground structure, which completes the cycle. The results also confirm the pivotal role of HF/H2O2 etch-
ing in synthesizing the core–shells and affording control over the molecular network. Measurements using synchrotron and laboratory
UV excitation of thin films of 1-nm Si particles show good agreement with the simulation results. It is plausible that the relaxation
is behind the stimulated emission, gain, or microscopic laser action, reported earlier in macroscopic distributions of 1- and 3-nm Si
nanoparticles.

© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0050581

I. INTRODUCTION

Since the first observation of strong luminescence in
free-standing, laboratory prepared ultrasmall silicon crystals/
nanoparticles,1–4 concerted experimental,5–7 theoretical, simulation,
and computation efforts8–16 have been initiated to discern why
and how the luminescence commences and to present structural
prototypes that may explain the keys to synthesis and the optical,
electronic, and mechanical characteristics of the material. The
focus was on a 1-nm diameter nanoparticle since it is amenable to
both experimentation and atomistic simulation and computation,

which allow direct comparison between theory and experiment.
The characteristics include strong, near direct-like, wide-band
visible luminescence peaked at 2.75 eV (440 nm), nanosecond time
dynamics, absorption in the UV range at ∼3.2 to 3.5 eV with a Stokes
shift of 0.5–0.6 eV, strong specific UV and visible emission bands,
H-termination and passivation, high Coulomb blockade, Si-to-
metal phase transition at high pressure, and photo- and structural
stability. In parallel, the material was put to use by incorporation in
advanced applications, affording a variety of interesting high-tech
device prototypes,5–7 such as UV photo-detectors,17,18 nonlinear
optics,19,20 solid state converters for white lighting21 charge-based

AIP Advances 11, 095319 (2021); doi: 10.1063/5.0050581 11, 095319-1

© Author(s) 2021

https://scitation.org/journal/adv
https://doi.org/10.1063/5.0050581
https://www.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0050581
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0050581&domain=pdf&date_stamp=2021-September-29
https://doi.org/10.1063/5.0050581
http://orcid.org/0000-0002-6547-5838
http://orcid.org/0000-0001-9789-0625
http://orcid.org/0000-0002-6031-9385
http://orcid.org/0000-0002-7719-6051
http://orcid.org/0000-0002-1459-4976
mailto:m-nayfeh@illinois.edu
https://doi.org/10.1063/5.0050581


AIP Advances ARTICLE scitation.org/journal/adv

nanomemory,22 super electrical storage (capacitor),23 solar cells,24

electrochemical glucose sensors,25 biofuel cells,26 and high-pressure
sensors.27

Local density approximation (LDA) simulations and tight
binding (TB) theory8,9 were used to construct a prototype of the
hydrogen-terminated 1-nm particle. Starting out with the tetrahe-
dral structure (TD) Si29H36, a fluorescing molecule based on an
intrinsic defect is created by stripping two hydrogen atoms from
two nearby silicon atoms and allowing the “bare” Si atoms to move
closer to form a Si–Si bond, which results in the prototype Si29H34.
Computations of the structure confirm that this prototype does pro-
duce wide-band luminescence with a lifetime in the nanosecond
regime. Moreover, the computations show that the excited particle
is described by a double-well system, coupled by a potential barrier,
one of which is a TD absorption well and the other is a molecu-
lar emission well. Despite this success, the model has shortcomings.
The potential barrier between the wells is a large prohibitive 0.5 eV
barrier, which essentially blocks emission, especially at room tem-
perature. Moreover, contrary to measurements, which show that
the luminescence appears at a photon excitation of ∼3.2 to 3.5 eV,
with a Stokes shift of 0.6 eV, the luminescence in the model appears
only with high-photon energy absorption/excitation at ∼4.9 eV and
emission with a large (∼2 eV) Stokes shift.

It would be interesting to analyze prototypes that have net-
works of multiple molecular sites to probe if multiplicity of sites
would alleviate the problem. However, it is not clear how such mul-
tiplicity would affect the height of the potential barrier and the TD
symmetry and elasticity or strain in the particle.27 For instance, the
original structure Si29H36 has a TD symmetry, while the Si29H34
structure breaks the TD symmetry. Moreover, it is not clear how
other site configurations would affect the structural distortion and
relaxation, especially under UV excitation to high-lying excited
states. In addition, it would be interesting to discern how the inter-
dependency among those factors would affect the molecular and
electronic structures, hence optical selection rules and absorption
and emission processes, and emergence of direct-like fast emission
nature.

In this paper, we examine the transition of the indirect dull
nature of bulk silicon to direct-like nanosecond emission (up to sev-
eral nanoseconds)28 in nanosilicon at the limit of size (sub-3-nm).
We use laboratory and synchrotron UV excitation as well as com-
prehensive advanced atomistic simulation and computations to cal-
culate the energy surfaces of the ground state and excited states in
a 1-nm silicon particle for a variety of networks of coupled sur-
face Si–Si molecular emission sites. We also calculate the structures
under UV-induced structural relaxations in the excited states that
include induced structural surface reconstruction and bulk nuclear
relaxation in the ground and excited states as well as various struc-
tural symmetries. Recent advances in computation protocols have
provided the capability of providing excited state energy gradients
with respect to the nuclear positions, which allowed refinements
via excited state geometry relaxation.29 Moreover, while calculated
absolute energies may become more accurate, it would be interest-
ing to examine differences in energy between similar configurations
and hence basic trends even for more reliability and usefulness for
experimental predictions. In our computations, we obtain the wave
functions, the height of the barrier, and the depth of the wells and
evaluate their structural stability as well as the time dynamics of

emission across the wells and the barrier. The results show that
increasing the size of the network causes the transition potential bar-
rier to a monotonic drop to the 0.06 eV barrier and the molecular
well to collapse on one side, turning into a half-open well, which
leads to an excited state-ground state conical crossing that quenches
emission. Moreover, the multiplicity of molecular sites increases the
structural strain and instability, causing the excited particle to struc-
turally relax to lower states with a variety of symmetries, which
causes the absorbed energy to be transferred into the top of the
transition barrier region of those lower states, followed by strong
fast emission without traversing the barrier. The strong excited state
relaxation lowers the absorption to 3.29 eV and reduces the Stokes
shift to 0.6 eV in agreement with laboratory measurements taken on
1-nm particles in the range of 3.2–3.5 eV using low photon energy as
well as using excitation with synchrotron UV radiation taken in the
range of 4.8–7.5 eV. Understanding the process would not be only
of scientific interest but it enables a better design of the material into
advanced high-tech functionality and device applications. Moreover,
a direct-like nanoform of silicon with strong fluorescence activity
would be highly useful for integration of electronics and optics.

II. THEORETICAL SETUP AND METHODOLOGIES
A. 1-nm silicon nanoparticle system

The concept of direct nature in nanosilicon, which affords a
luminescent character, is based on re-arranging the silicon atoms in
a bulk-like particle, especially those on the surface such that they
form additional bonds. Figure 1(a) shows a TEM image of an exam-
ple of nanosilicon, namely, 1-nm Si particle, which has been pre-
pared in the laboratory. Figure 1(b) shows a computer prototype
of the bulk-like configuration of this particle produced by cutting
out a 1-nm sphere from a ⟨100⟩ single crystal silicon wafer. This
cutout contains 29 silicon atoms with 36 broken bonds. We ter-
minate the broken bonds in the particle with hydrogen to “freeze”
the particle in the bulk structure, forming Si29H36. A direct nature
of this Si29H36 nanoparticle, which affords it a luminescent char-
acter, can be explained with the aid of Fig. 1(c). It is based on
reducing the number of H atoms and re-arranging the bonding of
the “stripped” surface Si atoms. Consider a pair of second nearest
surface silicon atoms (separated by 5.4 Å), each of which, termi-
nated by two H atoms, is stripped of a hydrogen atom, which can
then move endothermal closer to each other such that they form a
new H–Si–Si–H bond of length 2.36 Å, the tetrahedral bond length.
Experimentally, hydrogen atoms are stripped by the oxidizer H2O2
present in the synthesis solution, which causes a reaction such that
an H2O2 molecule may strip two H atoms from adjacent Si sites
forming two water molecules. Due to the significant reduction of
elasticity in ultrasmall particles, the “stripped” atoms can appre-
ciably move simultaneously closer to reconstruct.11,15,30 Effectively,
the process results in two water molecules and a Si29H34 particle
in which a H–Si–Si–H dimer-like molecule forms while being cou-
pled to the rest of the particle by attachment to the underlying sili-
con atoms (bulk tetrahedral phase) through back tetrahedral silicon
bonds. This is similar to a (100) Si surface reconstruction dimer.
However, the reconstructed surface bonds here do not have double
bonds like in the (100) dimer case because here each of the atoms
has a single hydrogen termination as well. Thus, such reconstructed
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FIG. 1. (a) Transmission electron microscopy (TEM) image of the 1-nm silicon nanoparticle deposited on a graphite grid. (b) Computer model of 1-nm silicon particles
(Si29H36) in the “bulk configuration.” It shows next nearest silicon atoms separated by 5.4 A (the characteristic lattice spacing) and they are not bonded to each other. Each
of those atoms is bonded to two hydrogen atoms (di-hydride terminated). (c) Surface reconstruction dimer model. For a pair of di-hydride terminated silicon atoms in the
Si29H36 “bulk configuration,” two hydrogen are removed and the silicon atoms move closer to 2.36 A and are bonded. This bond is referred to as a dimer. The small atoms
on the surface with one bond are hydrogen (light blue). The largest atoms, with four bonds, represent silicon (purple).

bonds are referred to as dimer-like. Those dimer-like sites afford the
particle a molecule-like nature, and in some sense, this ultrasmall
particle constitutes the transition between the solid and molecule or
“super molecule.” In fact, the Si29H24 particle lies at the edge of the
silicon-like sp3 bonding and the carbon-like sp2 bonding. As more
hydrogen is stripped to numbers below 24, sp2 bonding forms while
the bandgap sharply drops. Eventually, the bandgap collapses and
the particle becomes conducting.30

B. Previous computations of 1-nm Si nanoparticle
Because of its unique structure of being not purely solid nor

molecule, and the emergence of novel characteristics and applica-
tions, the 1-nm nanoparticle has attracted extensive attention, both
experimentally and theoretically. The small size lends itself well
to the application of atomistic first-principles quantum mechanical
computational methods. The structure and electronic properties of
the silicon cluster have been studied by numerous methods, includ-
ing tight binding,9,31 empirical pseudo-potentials,32 GW–Bethe
Salpeter (GW–BSE),33,34 density functional theory (DFT),35–37 and
quantum Monte Carlo (QMC).38,39 However, it has been noted that
while significant progress has been made in matching computational
models with experimental data for clusters larger than 2 nm, there
remains a difficulty in interpreting properties in the smaller regime,
where the surface atoms become a significant portion of the vol-
ume.40 Indeed, previous work has noted that experimentally deter-
mined energy levels of particles larger than 2 nm can be fit well even
with a simplified quasi-particle in a box confinement model, while
smaller silicon nanocrystals do not.41 This indicates that below 2 nm,
the molecular nature of the particles becomes increasingly impor-
tant. Therefore, when discussing the smallest of the preferred sizes,
the 1-nm silicon particle, an understanding of the surface structure
and composition is crucial.

A good starting point for investigating the structure of the 1-nm
silicon particle is taking a spherical cutout of bulk and replacing any

dangling bonds with hydrogen. The resulting structure, Si29H36, will
be referred to as the bulk-like configuration. The particle has a tetra-
hedral core of five silicon atoms, surrounded by 24 silicon atoms on
the surface of which 12 have single H-termination and the other 12
have di-hydride H-termination. It was argued earlier that there is a
strong indication that the preferred sizes come from the preference
for mono-hydride termination. In the bulk-like configuration, the
1-nm particle has just as many mono-hydride and di-hydride sur-
face terminations. This may therefore not appear to be very stable
in light of the mono-hydride preference. Compare this, however, to
the structure created by adding just one more layer of silicon atoms
to the bulk configuration, which would have 12 di-hydride and 24
tri-hydride terminations.

While there is no spherical cutout of the bulk that will leave
only mono-hydride surface atoms, it is possible via surface recon-
struction of the bulk configuration to obtain a 1-nm silicon parti-
cle with only mono-hydride termination. The 12 di-hydride silicon
atoms in the bulk configuration sit such that they form six pairs. If
two hydrogen atoms are removed from each silicon pair and a bond
between them is added, the surface now only has mono-hydride ter-
mination. This is similar to a (100) Si surface reconstruction dimer,
so such reconstructed bonds are referred to in the literature as a
dimer (to avoid confusion, note that the reconstructed surface bonds
here do not have a double bond nature like in the (100) dimer case
because here the atoms each have a single hydrogen termination
as well).

To compare possible structures for the 1-nm silicon particle,
previous calculations have primarily made predictions and compar-
isons with the experimental absorbance measurements. In particu-
lar, the absorption edge at the “bandgap” energy has been particu-
larly focused on. This bandgap was experimentally determined to be
3.5 eV.39

For the bulk-like configuration Si29H36 with no surface recon-
struction, Delerue et al.42 calculated a gap of ∼5 eV using a tight
binding (TB) method. Using fixed-node diffusion quantum Monte
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Carlo (QMC) methods, Mitas et al.39 and Williamson et al.43–45 also
found that the bulk-like configuration had a bandgap larger than the
experimental value. Mitas et al. calculated a gap of 4.8 eV, while
Williamson et al. reported 5.3 ± 0.1 eV. Time dependent density
functional theory (TDDFT) has also been employed by Vasiliev and
Martin to predict an absorption edge of 4.2 eV.46

These initial calculations found the bandgap of the bulk-like
configuration to be significantly greater than the experimental value,
so various changes in the structure were proposed. It was found that
either double bonded Si=O surface oxidation or bridging Si–O–Si
oxidation will reduce the bandgap according to tight binding47–49

and TDDFT50,51 calculations. In addition, surface reconstruction via
the formation of one or more dimers will also reduce the bandgap
according to TB,2,47 QMC,39 and TDDFT.46,52 However, there is dis-
agreement in the literature over which structure fits best with the
experimental evidence. After comparing structures, Rao et al.53 and
Mitas et al.39,40 concluded that the fully reconstructed Si29H24 with
six dimers fits the data best. However, more recent reports in 2005 by
Lehtonen and Sundholm54 and in 2008 by Zhanpeisov and Fukur-
nura55 provided calculations and interpret structures with only bulk-
like configuration and hydrogen termination to be best fits to the
data. Also in 2009, Garoufalis and Zdetsis considered the purely
hydrogenated bulk configuration structures to be ruled out although
note that surface oxygen in addition to dimers may play a role.52

To resolve these debates over surface reconstruction, it would
be advantageous to turn away from bandgap or absorption predic-
tions and measurements and use instead a technique that could give
a more direct fingerprint of the surface state itself. If the particles are
quite homogeneous in not just size but also molecular structures,
it is possible to use Raman spectroscopy of the particles in solu-
tion to provide information on vibrational modes of the particles.
Such an experiment was successfully carried out by Rao,56 provid-
ing measurements of the frequency of Raman active modes and the
polarization of light scattering by these modes. The Raman measure-
ments, when compared to the calculated vibrational modes, indicate
Si29H24 as the most likely structure for the 1-nm silicon particle. This
matches what is expected from the fabrication procedure. The results
from the bulk-like configuration Si29H36 were the worst fit to the
measured peaks, giving independent validation that Si29H24 is the
more likely structure compared to Si29H36 based on comparison of
measured absorption to calculated spectra.

C. Present functional/basis and simulation strategy
In DFT theory and calculations, different types of functional

and basis sets can be used and most computing software programs
are plane wave or Gaussian based on pros and cons. There is not
a single choice that can do everything, however. The choice among
them depends on the phenomena to be studied and the system to be
calculated. For instance, some functionals are able to reasonably pre-
dict structures but sometimes underestimate the bandgap and other
functionals that describe that the bandgap well can often overesti-
mate the lattice parameter. There are several comparative studies
devoted to comparing the accuracy of the functional for predicting
the structural and electronic properties of molecules and solids.57–61

The main conclusion is that none of the available functionals are
able to describe all electronic, optical, structural, mechanical, and
vibrational properties of the studied systems at the same time, and

their results are strongly dependent on the basis set or the poten-
tial used. For the system at hand, the 1-nm silicon particle is not
a pure solid or a pure molecule. In our group, we have found that
the B3LYP functional is a reasonable compromise for carrying out
both the solid state and the molecular characteristics simultaneously
with reasonable accuracy for comparison with experiment. We have
determined structural, electronic, energy, optical, mechanical, and
vibrational properties. The choice of this functional and/or basis set
was based on the ability to reproduce the experimental data, with
emphasis on the lattice parameter and bandgap energy, as the accu-
rate calculation of the bandgap is a fundamental step in simulations
applied to solid-state systems.

Our strategy is to use advances in atomistic simulations in
terms of the hybrid functional to provide improved calculations.
We obtain the equilibrium ground state geometries for all structures
using DFT with the B3LYP hybrid functional using the quantum
computational package GAMESS (General Atomic and Molecular
Electronic Structure System)29,30 using the 6-311G(d,p) basis set.
We also used the same functional with the TURBOMOLE quan-
tum computational package with TZVP basis, which is a triple split
valence basis with polarization functions added for each atom.29 It
should be noted that the PBE0 hybrid functional can also be used
in this application. In general, for bulk or large nanostructures, the
B3LYP functional might yield unsatisfactory62,63 atomization ener-
gies (∼12% error for Si). The lattice constants (∼1% error for Si)
and bulk moduli (9% error for Si) are not particularly well-predicted
by this functional as well. The ultrasmall Si nanostructure con-
sidered here, however, is expected to behave as a super molecule,
Si29Hx molecule, which may make it amenable to the B3LYP func-
tional with better accuracy than larger silicon or other semiconduc-
tor structures. Moreover, B3LYP already provides structural opti-
mization comparable to the simple PBE functional. Previous calcu-
lations showed that the B3LYP functional provides results on energy
gaps of zinc-blende and wurtzite structured III–V materials that
are close to experimental values than with PBE0. Agreement with
experimentally derived bandgaps at characteristic points in the first
Brillouin zone (BZ) is at least as good as that obtained with cor-
related calculations, perturbation theories, and screened exchange
functionals. Both PBE and B3LYP provide reasonable bond lengths
and angles within 0.02 A and 2○, respectively. PBE (and any GGA) is
known to underestimate HOMO–LUMO gaps, unlike hybrid func-
tionals, such as B3LYP. Therefore, B3LYP is better suited for optical
property calculations. The downside is that the hybrid functional
tends to be several orders of magnitude more expensive than GGA
in the plane wave basis set [Vienna Ab initio Simulation Package
(VASP)].

The density functional B3-LYP is the Becke-3-Parameter
hybrid functional. The exchange part consists of 0.8∗LDA
+ 0.72∗B88 + 0.2∗HF. The correlation used is 0.19∗LDA(VWN)
+ 0.81∗LYP. We will use it for the calculation of the molecu-
lar/electronic structure including the double well of the dimer-like
structure used with optimization in the ground state. Relaxation
of the nuclear coordinates to minimize the energy in the ground
state gives paths on the on-state potential energy surfaces of both
the ground and excited states. Those are more relevant to absorp-
tion. We obtain the equilibrium ground/excited state geometries for
several structural variations, which will give us a means to obtain
trends.
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These functions are discretized on numerical grids. Adding
high frequency (small wavelength) plane waves increases the energy
cutoff and will therefore require increasingly finer grid points to be
described. This will, however, quickly increase computational cost.
Since a sensible cut-off energy is not known a priori, the calculation
was begun by convergence testing. Basic calculations were repeated
for our system, increasing the cut-off energy and checking for prop-
erty convergence. The presented results were calculated using spher-
ical integration using the Lebedev’s spherical grid, with a spherical
grid size of 4, i.e., the grid point is 434. The radial integration used
is the Chebyshev second kind (scaling 3). In this, the radial grid size
is 6, while the integration cell size is 15. The partition function used
is the Becke partition function, with the partition sharpness being 3.
It is to be noted that in the integration for the density functional, the
angular coordinate is the 302 Lebedev spherical shell of grid points,
while the radial coordinate consists of 63 points, giving an overall of
∼20 k grid points.

The second theory level uses the B3LYP functional in the TUR-
BOMOLE with optimization in the excited state as well as in the
ground state. The calculation of the excited state potential energy
surface of Si29H24 was done at the TD-DFT level using the B3LYP
functional with the TURBOMOLE quantum computational pack-
age.64 The TZVP basis was used, which is a triple split valence basis
with polarization functions added for each atom.65–67 The excited
state energy gradients with respect to the nuclear positions are avail-
able, allowing excited state geometry relaxation.68,69 It is to be noted
that the excited state optimization has become available only in
recent advances in computation protocols. It affords the capabil-
ity of obtaining excited state energy gradients with respect to the
nuclear positions, which allowed refinements via excited state geom-
etry relaxation. It is to be noted that the second derivative of the
energy with respect to the nuclear positions (Hessian) can be cal-
culated analytically for small molecules, but for larger molecules, a
numeric differentiation is necessary. This is done by calculating the
energy in the equilibrium position and then, for each atom, perform-
ing a gradient calculation at a structure with that atom displaced
slightly along each Cartesian.

While calculated absolute energies may become more accu-
rate, differences in energy between similar configurations give basic
trends and reliability and usefulness for experimental predictions. In
fact, molecular properties in multi-electron systems are best phrased
in terms of differences between structures. Even minimal atomic
basis sets can achieve predictions that on average only deviate from
experiment, 0.05 Å for bond lengths and ±10○ for bond angles.70

Predictions of molecular properties by a triple valence basis intro-
duced in the TZVP allow improvements, bringing bond lengths
within 0.02 Å and bond angles to 3○ on average. The molecu-
lar/electronic structure optimized in the ground state is relevant to
absorption, and relaxation of the nuclear coordinates in the excited
state is more relevant to emission and contributes to the Stokes shift.
This also allows answering the question of the existence and stabil-
ity of the outer well minimum, which could not be determined with
relaxation in the ground state. Additionally, knowledge of how much
the barrier between the two wells can be reduced by relaxation in
the excited state determines if direct excitation over the barrier is
energetically allowed.

The constraint in optimization of the dimer used was not
the NEB (Nudged Elastic Band), rather it was static snaps. In the

process, one dimer in the structure is stretched/inflated to a set value
while allowing the rest of the nuclear coordinates to relax. This was
repeated at multiple dimer lengths, and the coordinates of the result-
ing structures were used as the reaction path to investigate a slice
of the excited state energy surface. The constrained optimization
process may be done while the system is in the ground state or in
an exited state, which is used to construct a reaction path. For all
structures considered in this paper, the coordinates maintained C2v
point group symmetry along this path.

The Brillouin zone (BZ) sampling used the k-points that are
given relative to the basis vectors of the reciprocal unit cell according
to Ref. 71 [∑(2ni-Ni −1/2Ni) bi, where i = 1, 2, 3 and ni = 1, 2, 3, and
Ni (N1, N2, N3) and bi are reciprocal lattice vectors].

Finally, the paper was written in a way to highlight and bring
out absolute as well as trends of the phenomenon. This was exe-
cuted having in mind the inherent approximations usually employed
in solving nonlinear many-body problems and the fast evolve-
ment of the computational procedures and packages and accu-
racies. This strategy is useful especially since the paper focuses
on the nanostructure of the same size (1-nm) but with similar,
small variations in the configuration (0 dimers, 1 dimer, 5 dimers,
and 6 dimers) or degree of H-termination (36, 34, 26, and 24 H
atoms). This procedure has provided additional comparison on
differences.

III. THEORETICAL RESULTS—OPTIMIZATION
IN THE GROUND STATE
A. Single molecular site

The equilibrium ground state geometries for all structures
were obtained using DFT with the B3LYP hybrid functional using
the quantum chemistry computational package GAMESS (General
Atomic and Molecular Electronic Structure System)29,72–74 using the
6-311G(d,p) basis set. Given any position for the nuclei, even if not
at the minimum of the ground state potential energy surface, time
dependent density functional theory (TDDFT) can be used to obtain
excited state energies and oscillator strengths. A series of calculations
at different nuclear coordinates can therefore provide the excited
state potential energy surface along a slice.

We start with the bulk-like configuration of 1-nm silicon
nanoparticle Si20H36. Two adjacent hydrogen atoms are stripped and
the silicon atoms at a spacing of 5.4 Å move closer to a spacing
of 2.35 Å and form a dimer-like structure, H–Si–Si–H dimer-like
site. We now compress or inflate the dimer-like bond and keep it
in static equilibrium. We now use the time dependent density func-
tional theory (TDDFT) to calculate the ground state and excited state
energy surfaces using the B3LYP functional and the 6-311G(d,p)
basis set in the quantum computational package GAMESS (Gen-
eral Atomic and Molecular Electronic Structure System). For a given
dimer length, we optimized the geometry by allowing the other
nuclear coordinates to relax to minimize the total energy. We then
perform a series of similar calculations for a series of static inflations
at different nuclear coordinates to construct the excited state poten-
tial energy surface along a slice. We investigated using this proce-
dure the electronic/molecular structure of 1-nm silicon nanoparticle
with a single H–Si–Si–H structure (Si29H34). Figure 2(a) shows the
resulting energy level diagram of the particle, showing the energy of
the ground state and the first excited state as well as the radiative
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FIG. 2. Partial energy level diagram of the surface dimer showing the potential curves of the ground (∎) and first excited (●) states (HOMO–LUMO) and radiative lifetime
(+) of the 1-nm silicon nanoparticle with a single dimer reconstructed (configuration of Si29H34) as a function of dimer bond length d after it has been compressed or
inflated from the equilibrium point at d = 2.35 A. (a) labels the inner well and outer well [self-trapped exciton (STE)] and the transition barrier region. (b) labels excitation
and emission pathways. It schematically shows two excitation pathways into the inner well. First minimum-to-minimum vertical excitation followed by quantum tunneling or
thermal activation through the barrier; and second above-barrier excitation at higher photon energy followed by sliding (relaxation) into the outer well. The ground state and
excited state energy surfaces are calculated using TDDFT with B3LYP functional and the 6-311G(d,p) basis set in the quantum computational package GAMESS (General
Atomic and Molecular Electronic Structure System).

lifetime as a function of the bond length. A double-well structure
connected by a potential barrier was found in the potential of the
first excited state. The diagram labels the inner well (indirect-like
well) and outer well (direct-like well) and the potential barrier in the
transition region between the wells. The outer well is also labeled
self-trapped exciton (STE). Note that it is only in the excited state
that an outer well forms. One can, however, observe a kink in the
ground state curve that lines up with the barrier in the excited state.
The bandgap, which is defined as the minimum-to-minimum energy
of the inner wells in the excited state and the ground state, is 4.4 eV.
For comparison, a B3LYP-TDDFT calculation, which was done on
the bulk configuration Si29H36 structure, with no dimers, yielded a
bandgap of 4.5 eV. Therefore, at this level of theory, the bandgap
is only reduced slightly by a single dimer. For illustration purposes,
we represent the inner well with a parabola and the weakened bond
outer well is also represented with a parabola. The bond length at
which these two parabolas cross, i.e., the barrier area, will repre-
sent the point at which the two natures are strongly mixed and that
the nature of the bond is significantly changing. In other words, the
barrier region indicates where the bond nature transitions. The bar-
rier is found to be 170 meV above the minimum of the inner well,
while the outer well minimum lies at the same height of the inner
well minimum, indicating a depth of 170 meV. This implies that
the inner and outer wells are in thermal equilibrium and stability
is achieved at higher temperature. The excited state has a B2 irre-
ducible representation, which is antisymmetric to inversion across
the plane perpendicular to the dimer. This is the representation if
the excited electron is in an orbital of σ∗ anti-bonding nature for the
dimer bond.

To evaluate the optical activity of the surface molecular Si–Si
phase, the transition oscillator strength and the corresponding life-
time are calculated. The radiative lifetime τ, the transition matrix

element, and the Einstein coefficient A21 for spontaneous decay from
the excited state to the ground state are obtained from the oscillator
strength f osc. The oscillator strengths obtained allow mapping the
radiative rate at each point on the excited state potential energy sur-
face, which determines in which regions emission is most likely to
occur. Figure 2(a) also shows the calculated radiative lifetimes of the
excited state at varying dimer lengths. The formation of an outer well
is encouraging as the radiative rate increases and the lifetime varies
by several orders of magnitude along this coordinate path. A sharp
increase in the radiative rate is seen near the transition point as well
as a smooth increase near the minimum of the outer well. As the bar-
rier is crossed, the lifetime drops from about 25 ms inside the inner
well to about 15 ns just after crossing the potential barrier and to
about 15 ns at the minimum of the second well. To the left of the
barrier, i.e., inside the inner well, where emission has a very long
lifetime, is labeled indirect-like (dark state), while to the right of the
barrier where emission has a very short lifetime is labeled direct-like
(bright state). One can also associate the kink in the ground state
curve with the transition in bond nature.

It is to be noted that the electronic and molecular structures
of the ground and excited states of the 1-nm silicon nanoparticle
with a single H–Si–Si–H structure (Si29H34) were previously deter-
mined using the less accurate Local Density Approximation (LDA)
density functional theory and tight binding theory.8,9 Qualitatively,
the results are similar in terms of two wells connected by a poten-
tial barrier. However, quantitatively, there are important differences.
The bandgap energy at 2.35 Å obtained with B3LYP is found to be
4.4 eV, which is significantly larger than the 3.5 eV bandgap obtained
using LDA.8,9 The depth of the outer well is 170 meV significantly
shallower than that in the LDA results (700 meV).8,9 The poten-
tial barrier that connects the two wells is found to be about 0.5 eV
relative to the minimum of the inner well. For the 0.5 eV barrier,
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quantum tunneling and thermal activation at room temperature are
highly weak. However, unlike the present computations, which show
that the minima of the two wells are at the same height, it was found
that the minimum of the outer well in LDA theory8,9 is below that of
the inner well by ∼200 meV, which has implication on the thermal
stability of the outer well at higher temperature. These differences
affect the time dynamics and spectral distributions. As to the life-
time, LDA calculations are only available for the larger particle of
1.67 nm diameter. In this case, the lifetime was found to be as short
as 50 μs inside the inner well, while it dropped to 1 μs in the outer
well.

One of the difficulties in the single molecular dimer phase
model is how to access the outer well through excitation from the
ground state of the system. Figure 2(b) shows that the minimum of
the outer well in the upper state lies at ∼3.85 Å, a much larger inter-
atomic separation than that of the ground state ∼2.35 Å. According
to the Frank–Condon principle for molecular species, light absorp-
tion is vertical from the minimum of the ground state and the two
minima are not lined up; thus, direct excitation into the outer well
is not possible. Figure 2(b) labels excitation and emission pathways.
It schematically shows two excitation pathways into the inner well:
first, minimum-to-minimum vertical excitation followed by quan-
tum tunneling or thermal activation through the barrier; and second,
above-barrier excitation at higher photon energy followed by sliding
(relaxation) into the outer well. That is, to access the outer well, an
indirect path may first take place from the minimum of the ground
minimum to the minimum of the inner well of the excited state. The
excitation is expected to be strong. After absorption into the inner
well of the excited state, transfer of the population into the outer
well must follow. However, the transfer is hindered by the poten-
tial barrier (170 meV), which connects the two wells. For 170 meV,
quantum tunneling and thermal activation at room temperature are
highly weak. This makes emission unlikely. Another feasible path is
vertical absorption from the minimum in the ground state well at R
= 2.35 Å using photon energy at ∼4.8 to 5 eV (above-barrier excita-
tion) into the repulsive part of the outer well. For illustration, we
extended in Fig. 2(b) the outer well in a parabolic fashion to the
left (dark dots) to mimic the bond length at which the above-barrier
excitation takes place. This excitation is weaker than the minimum-
to-minimum excitation, yet it is still sizable. Once excitation takes
place, nuclear relaxation (expansion) into the bottom of the outer
well follows. The process is expected to give visible emission at
2.76 eV (450 nm) with a Stokes shift of ∼2 eV. However, experiments
given in Sec. V show that, in addition to this excitation, photon ener-
gies as low as 3.3–3.5 eV can excite the luminescence with a Stokes
shift of ∼0.6 eV.

B. Coupled dimer networks
The equilibrium ground state geometries for all structures

were obtained using DFT with the B3LYP hybrid functional using
the quantum chemistry computational package GAMESS (General
Atomic and Molecular Electronic Structure System)63,64,65 29 using
the 6-311G(d,p) basis set. Given any position for the nuclei, even
if not at the minimum of the ground state potential energy sur-
face, time dependent density functional theory (TDDFT) can be
used to obtain excited state energies and oscillator strengths. A
series of calculations at different nuclear coordinates can therefore

provide the excited state potential energy surface along a
slice.

We explore in this section how a 1-nm particle containing
multiple H–Si–Si–H molecular dimer sites might affect the energy
surfaces, barrier height, and fluorescence dynamics. We employ the
same procedure, which we used in Sec. II to create a single dimer-like
defect. We use it multiple times to create a network of molecu-
lar H–Si–Si–H dimer sites. For example, starting out with Si29H36
shown in Fig. 3(a), if it is repeated six times, then the number of
dimers, namely, six are formed as shown in Fig. 3(b). This is the max-
imum number of dimers that can be made on the 1-nm particle, and
it makes the surface fully reconstructed with only mono-hydride ter-
mination remaining. In fact, comparisons of calculated absorption
and Raman scattering75 have shown that the six-dimer structure is
the most likely structure for the 1-nm particles.

We conduct calculations of a 1-nm silicon particle with three
different reconstruction dimer configurations as shown in Fig. 4. For
comparison, we show in Fig. 4(a) the zero-dimer case Si29H36. The
configurations studied include the (single dimer) one-dimer Si29H34
structure (presented above in Sec. II) [Fig. 4(b)], five-dimer Si29H26
structure [Figure 4(c)], and six-dimer Si29H24 structure [Fig. 4(d)].
The five-dimer case is considered to give information on the trend
as dimers are added. For all three cases considered, the coordinates
maintained C2v point group symmetry along this path. For those
three cases, we employ the improved calculations, which we used in
Sec. II.

Figure 5 shows the results for the three cases side-by-side for
easy comparison. The partial surface energy diagrams of the Si–Si
dimer in the 1-nm particle as a function of the dimer interatomic
distance are given, showing the ground state and the lowest excited
state along this reaction path. Figure 5(a) shows the results for the
single dimer Si29H34 structure (simplified form of Fig. 2). Possibly
due to the increased bandgap according to B3LYP vs LDA, the peak
barrier in the single dimer structure is found to be much smaller,
only 0.17 eV as opposed to 0.5 eV with LDA. The outer well mini-
mum is found at ∼3.85 Å, while the depth of the outer well is 0.17 eV.

FIG. 3. Configurations of computer models of the H-terminated 1-nm particle.
(a) Bulk-like Si29H36. The double-sided arrows point to three pairs of di-hydride
terminated silicon atoms. (b) Fully reconstructed with six dimer bonds (in red)
Si29H24. For each pair of di-hydride terminated silicon atoms in the Si29H36 “bulk
configuration,” two hydrogen are removed and the silicon atoms move closer and
are bonded (in red). Green, blue, and red are silicon atoms. Smaller white indicate
hydrogen atoms. The four green atoms are the central tetrahedral unit. The red
atoms are the dimer Si atoms.
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FIG. 4. Computer prototype of the three reconstruction cases Si29Hn in 1-nm par-
ticle: Si29H34 (has one dimer), Si29H26 (has five dimers), and Si29H24 (has six
dimers). The Si29H36 is given for reference. Silicon is indicated purple. Hydrogen
is indicated in blue.

As mentioned above (Sec. II), the excited state has a B2 irreducible
representation, which is antisymmetric to inversion across the plane
perpendicular to the dimer. The radiative lifetime for this case is also
presented in Fig. 5(a).

As an intermediary case, the five-dimer Si29H26 structure is
studied as shown in Fig. 5(b). The bandgap is found to be 3.5 eV. The
potential barrier is only about 85 meV, which is much lower than the
single dimer case. As to the double-well structure, the outer mini-
mum appears to be very shallow, with low visibility. The depth of the
well has fallen to ∼10 meV [Fig. 5(b)]. In agreement with the other
structures with a surface reconstruction dimer, the radiative lifetime
decreases several orders of magnitude as the barrier is approached as
shown in Fig. 5(b).

The results for the Si29H24 structure with a fully reconstructed
surface (six dimers, and no remaining di-hydride terminations) are
presented in Fig. 5(c). The structure has Td point group symme-
try; in addition to simplifying the calculations, this high symmetry
makes many of the electronic states degenerate, therefore allowing
the calculation of much higher energy states. We calculated the first
28 excited states, with their energies, irreducible representation, and
oscillator strengths. There is a band of states from 3.3 to 3.6 eV
and then a gap until 4.0 eV. When the structure is broken to C2v
symmetry by stretching the dimer, the B2 states arise from Td rep-
resentations splitting into C2v representations as follows: T1 → A2
+ B1 + B2 and T2→A1 + B1 + B2. The lowest state is no longer a B2
representation. Only T2 representations are dipole allowed, so the
lowest B2 excited state, which originates from T1, is not even dipole
allowed. To identify which states participate in the dimer mecha-
nism in this six-dimer structure, the lowest two states of each C2v
representation were calculated at several dimer lengths. Again, it is
the B2 state that plays a primary role, indicating that the simple pic-
ture of σ bonding and σ∗ anti-bonding orbitals for a single dimer
may still hold even though there are several dimers on the surface.
The B2 state crosses the other states to become the lowest excited

state along the majority of this reaction coordinate. This occurs
when expanding or contracting the dimer length. When the dimer
length is stretched or inflated even longer, the B2 state separates in
energy forming a gap from the other states, which remain closely
spaced. The outer well now goes lower than the inner well. With the
active state verified, more points along the dimer stretch coordinate
path are calculated. The resulting slice of the potential energy surface
and radiative lifetimes are presented in Fig. 5(c). Because the lowest
B2 state is dipole forbidden right at the ground state equilibrium, the
first B2 dipole allowed state is used at that point.

As in the single and five dimer cases, there is a drastic decrease
in the radiative lifetime as the dimer length approaches and crosses
the barrier. To the left of the barrier (in the inner well), the maxi-
mum lifetime is about 55 ms, and to the right of the barrier (in the
outer well), it reaches a minimum of about 100 ns. The inner well
minimum corresponds to the ground state minimum, and the bar-
rier height is now decreased to about 60 meV and it never collapses.
While the outer well now goes significantly shallower, (all but dis-
appeared) giving an open state that falls down linearly and below
the inner well minimum. In fact, it has disappeared with no longer
having a local minimum. At the same time in the same region, the
ground state keeps rising linearly, heading for a conic intersection
with a linearly rising ground state potential.

The thermal stability in terms of the relative positions of the
minima of the inner and outer wells is interesting. The minimum
of the outer well is at the same height as that of the inner well (zero
difference) for the single dimer case, indicating thermal equilibrium.
In the five dimer and six dimer cases, the outer well is very shallow
and its minima are below the inner well by 0.4 and 0.3 eV, respec-
tively, indicating thermal stability over the inner well. Attempts to
go to longer dimer distances resulted in the hydrogens on the dimer
atoms to move to the inside of the dimer, and a smooth transi-
tion was not found. Increasing the length further led to the triplet
state running into the singlet ground state, making it an unstable
reference for TDDFT.16 This could be interpreted as escape to the
outer well, resulting in a non-radiative process of returning to the
ground state. We conduct below further studies using relaxation in
the excited state to determine if a local minimum in the outer well
occurs.

IV. RELAXATION AND OPTIMIZATION IN THE EXCITED
STATE (STRUCTURAL TRANSITION BETWEEN
INDIRECT AND DIRECT NATURES—STRUCTURAL
Q-SWITCHING)

In this section, we choose different computation methods since
the previous methods do not allow relaxation in the excited state.
Recently, excited state energy gradients with respect to the nuclear
positions became available, allowing excited state geometry relax-
ation. The calculation of the structure optimization of the excited
state potential energy surface is done at the TD-DFT level of the-
ory using the B3LYP functional with the TURBOMOLE quantum
computational package64 and the TZVP basis, which is a triple split
valence basis with polarization functions added for each atom.65,66,76

Recent studies of small molecules, TDDFT level of theory with the
PBE0, CAM-B3LYP, and M06-2X functionals, gave average errors
of 1.5%–2%.76 To allow a more direct comparison with the pre-
vious calculation of the GAMESS 6-311G (d,p), the structure was
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FIG. 5. Potential curves and radiative lifetime of the 1-nm silicon nanoparticle. (∎) The ground state and (●) excited state energies relative to the ground state minimum. (+)
Lifetime of the lowest excited state as the dimer is stretched. (a) Si29H34 (has one dimer), (b) Si29H26 (has five dimers), and (c) Si29H24 (has six dimers).

constrained to C2v symmetry. We tested the accuracy by calculating
the ground state and other levels above the LUMO while optimiz-
ing in the ground state of the Si29H24 using the TURBOMOLE with
TZVP basis and the GAMESS 6-311G (d,p). First, the minimum
ground state energy structure and the energy of the first excited state
T2 were found with this new TURBOMOLE codebase and atomic
orbital basis TZVP. The excitation energy with the lowest dipole
allowed state (T2 representation) is found to be 3.29 eV above the
ground state. In the GAMESS 6-311G (d,p) calculation, the transi-
tion was found to be 3.3262. The difference in this bandgap is only
1%. Moreover, the representations of the energy levels are in the
same order at least up to the 3.6-eV state, which is the last level
below the “gap” to the next band of energy levels. This good agree-
ment indicates the appropriateness of the B3LYP 6-311G (d,p) func-
tional and basis set for the molecular nature of this molecule/solid
transition particle.

The path on the excited state surface was now obtained now by
minimizing the energy of the first excited state geometry using the
TURBOMOLE and the same constraint procedure (with one dimer
constrained to a given length). This is carried out to improve on
the previously shown Si29H24 double-well curve [Fig. 5(c)] arrived

at while optimizing in the ground state. This should be a more rep-
resentative slice of the potential energy surface since the geometries
are relaxed in the excited state instead of relaxing in the ground state.
To allow a more direct comparison with the previous calculation, the
structure was also constrained to C2v symmetry.

Figure 6(a) presents energy level diagrams of the particle, con-
sisting of only the ground and first excited singlet state, with the
energies calculated before the particle is excited.77 Note that these
potential surfaces shown were calculated in both the TURBOMOLE
TZVP basis and the GAMESS 6-311G (d,p) basis with a difference
of only 1% as was indicated above. The vertical arrow designates the
absorption in this system from minimum to minimum. The energy
of absorption of this excited state defines the bandgap of the par-
ticle. Figure 6(b) presents corresponding energy level diagrams of
the particle, with the energies calculated while the particle is excited,
consisting of only the ground and first excited singlet state.77 Those
potential surfaces were calculated by the TURBOMOLE TZVP basis.
All energies are relative to the minimum ground state energy in
Fig. 6(a), therefore allowing easy comparison and calculation of
the emission Stokes shift. The potential surfaces in Fig. 6(b) define
the emission. The arrow represent an example of the emission at a
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FIG. 6. (a) The ground and excited state
energies as a function of the length
of a single dimer bond calculated with
structures relaxed in the ground state
using both the B3LYP functional and the
GAMESS and TURBOMOLE packages
with 1% difference. (∎) Absorption (exci-
tation) proceeds vertically up from the
ground state minimum. (b) The ground
and excited state energies with struc-
tures relaxed in the excited state calcu-
lated using the TURBOMOLE package.
(●) Emission proceeds vertically down.
The structures were calculated with one
dimer constrained to a given length and
the structure having C2v symmetry. (c)
Figures in (a) and (b) are combined.
Absorption is a vertical excitation pro-
cess from the ground state energy min-
imum to the excited state of that same
geometry (optimized in the ground state).
The structure (nuclear sites) can then
relax/change to one of lower energy in
the excited state, where emission occurs
vertically to the ground state of this new
structure (optimized in the excited state).
After emission, the structure (nuclear
sites) can then relax back to the ground
state minimum. All energies are relative
to the ground state minimum optimized
in the ground state in (a). In addition,
note the four potential surfaces were cal-
culated or verified by the TURBOMOLE
package.

particular R in the outer well region. Thus, Figs. 6(a) and 6(b) show
that the ground state, which is the highest occupied molecular orbital
(HOMO), is calculated twice: before absorption, i.e., before the par-
ticle is excited and when the particle is excited. In those two cases, the
position of the nuclei is different and transition between the states
occurs by simple relaxation of the nuclei. Similarly, the first excited
state is calculated twice: before the particle is excited and when the
particle is actually excited. The structures were calculated with one
dimer stretched and constrained to a given length R and the struc-
ture having C2v symmetry. Other features that may be observed in
Figs. 6(a) and 6(b) include the following. First, the potential curves
for the excited states exhibit a well with a minimum at tetrahedral R
= 2.36 Å, a barrier at an extended reaction coordinate of R ∼ 3 Å, and
a dissociation limit at ∼5.4 Å. Second, relaxation in the excited state
decreases the inner well of the excited state and increases the energy
of the ground state inner well.

Now, we combine the four curves in Fig. 6(c) for easy compar-
ison and analysis and to show several features. Note that the four
potential surfaces are essentially calculated using the TURBOMOLE
TZVP basis. The figure summarizes the results when optimization
of the geometry takes place both in the ground and in the excited
state. The potential curves are given as a function of the dimer bond
length. Deep in the outer region (beyond the barrier), the ener-
gies obtained using optimization in the ground state and excited
state converge. Figure 6(c) also shows an example of a pathway

cycle for absorption/relaxation/emission/relaxation. Absorption is
a vertical excitation process from the ground state energy mini-
mum (optimized before absorption) to the excited state [of that same
geometry (optimized before absorption)]. The structure can then
change (relax) causing the excited state (optimized after absorption)
to energy-shift to lower energy, where emission occurs to the ground
state of this new structure (ground state optimized after absorption)
and then will relax back to the initial state (ground state optimized
before absorption). Note that the structural relaxation decreased the
energy of the excited state in the inner well by an amount equal to
0.28 eV. The relaxation also increased the energy of ground state by
0.30 eV. The total decrease in the emission photon energy is there-
fore equal to 0.58 eV, which is the Stokes shift of the emission. In the
entire inner well and at the barrier, the energy difference between
the excited state and ground state remains close to 2.7 eV. Emis-
sion at the barrier would be 2.73 eV (455 nm). The emitted photon
energy would be therefore overestimated by an energy of 0.58 eV if
the particle is not optimized in the excited state.

The instability and structural relaxation may mimic the action
or role of the concept of a Q-switch used in laser technology. The
dynamic or reversible relaxation allows the stored energy in the
long-lived indirect TD well to be released. It is plausible that this
phenomenon is behind the stimulated emission, optical gain, or
microscopic laser action, which was reported several years back in
macroscopic distributions of 1- and 3-nm Si nanoparticles.
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The time dynamics of emission is interesting when relaxation
in the excited state is accounted for. First, we note that the barrier
height between the inner and outer wells for optimization of relax-
ation in the excited state has now gotten worse, namely increased
to 240 meV. This height is measured from the minimum of the
inner well of the relaxed excited state as can be seen in Fig. 6(b).
This is larger than the depth of 60 meV for optimization of relax-
ation in the ground state [Fig. 6(a)]. Despite the fact that the inner
well becomes deeper against tunneling in the excited state relax-
ation, direct excitation is energetically allowed because the mini-
mum excitation (absorption) energy of 3.29 eV is higher than the top
of the barrier of 3.25 eV of the relaxed excited state as can be easily
seen in Fig. 6(c). This means that the system uses nuclei relaxation
while in the excited state to avoid the barrier between the indirect
and direct natures to allow rapid release of the deposited energy in
terms of light. It is to be noted that beyond the barrier in the outer
well, the ground state optimized and excited state optimized ener-
gies converge, showing that the ground state optimized geometry is
a good approximation for the excited state optimized geometry in
the outer well. We present in Fig. 7 the calculated energies [given in
Fig. 6(b)] and the corresponding radiative lifetimes of the emission
as a function of R, along this C2v path with relaxation in the excited
state.

The B3LYP-TDDFT calculations presented above show that the
barrier height has been reduced to 60 meV for the maximum num-
ber of dimer sites that can be constructed, making it more accessible
than the 0.5 eV barrier calculated using LDA for a single dimer.8,9

However, it is still high enough to allow transfer of the population
from the inner well to the outer well, i.e., complete transition from
indirect to direct nature. Thus, the excitation stays the same as the
rate of emission in the inner well is very slow because of the indi-
rect nature and because the tunneling through the barrier or thermal
activation over it are also slow. Moreover, although an exciton can

FIG. 7. Emission lifetime for 1 nm Si29H24 relaxed in the excited state. Geometries
obtained by relaxing the particle in the first excited state with one dimer constrained
to a given length and the structure having C2v symmetry [as in Fig. 6(b)]. Radiative
lifetime (+). The ground state (∎) and first two excited states (●) energies relative
to the ground state minimum, optimized in the ground state shown in Fig. 6(a).

migrate, large distances in bulk and most likely can encounter an
impurity site, even for a low impurity density, allowing its energy
to be dissipated; it is highly unlikely to find an extrinsic impurity in
an ultrasmall nanoparticle due to spatial confinement, and as such
ruling out this dissipation channel. Under these conditions, the par-
ticle cannot release the energy according to a single dimer model.
Due to this instability, another mechanism takes place, which may
allow the system to bypass or overcome the potential barrier, allow-
ing population transfer from the inner to the outer well at room
temperature, hence releasing the trapped energy. The mechanism is
further relaxed while the particle is in the excited state.

V. EFFECT OF STRUCTURAL SYMMETRY
In the above computations of Si29H24 with six dimers, we

adopted the specific symmetry of C2v during excitation and emis-
sion. Without symmetry constraints, relaxing the particle while in
the lowest excited state resulted in a geometry with Cs symmetry.
The results are shown in Fig. 8, which presents the ground and first
excited state as a function of R for this symmetry. The barrier height
is 120–130 meV. A small kink in the ground state energy is seen at
about 3.0 Å along these excited state optimized paths. This is due to
the “direction” in nuclear coordinate space not being just a straight
line. Near the barrier peak, the ground state energy briefly decreases
even though the dimer is being stretched further. This indicates that
the outer well is closer to the ground state minimized structure (at
that dimer length) than the inner well structure is. This seems to be
a generic feature as this kink is seen in all the excited state optimized
paths.

Figure 8 also presents the calculated emission lifetime as a func-
tion of R along the Cs double-well path. It is to be noted that the life-
time drops several orders of magnitude as the dimer length increases
past the barrier length. The lifetime minimum is on the order of
100 ns. Emission at the barrier would be 2.52 eV (490 nm), while

FIG. 8. Emission lifetime for 1 nm Si29H24 relaxed in the excited state. Geometries
obtained by relaxing the particle in the first excited state with one dimer constrained
to a given length and the structure having Cs symmetry. Radiative lifetime (+). The
ground state (∎) and first two excited states (●) energies relative to the ground
state minimum, optimized in the ground state of C2v symmetry shown in Fig. 6(a).
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emission from the structure on the path with the shortest lifetime
would be 1.95 eV (640 nm). The outer well was found to be very
shallow (half-open), i.e., to have no minimum. Along the double-
well path, at about 5.2 Å the structure becomes unstable to relaxing
with the excited state (A2 representation) running into the singlet
ground state (A1 representation).

Generally, the Cs symmetry gave slightly lower energies for
excitation and emission, indicating that the C2v symmetry is not
the minimum energy structures. The lower ground state energy of
this path reduces the Stokes shift. In fact, after a close comparison of
the Cs and C2v energy surfaces, we observe that at the inner well
minimum, the ground state energy of the Cs double-well path is
50 meV lower than that of the C2v path. However, the excited state
energies are nearly degenerate, with some portions of the Cs inner
well lower in energy than the corresponding dimer length structure
of C2v symmetry while other portions are slightly higher in energy.
Therefore, if the structure relaxes into the “trough” of the Cs double-
well path, the C2v double-well path is energetically accessible as well.
If there are many local minima in the excited state surface near the
barrier peak, the large change in the ground state energy (∼0.25 eV)
between the two known Cs troughs indicates that such a scenario
could help explain the large range of Stokes shift. The Cs double-well
barrier has an emission of 455 nm, and the C2v double-well barrier
has an emission of 490 nm.

VI. EXPERIMENTAL MEASUREMENTS
We used electrochemical etching in an HF/H2O2 mixture to

disperse crystalline Si into nanoparticles (5–7). The wafer was later-
ally anodized while being advanced slowly into the solution. Because
HF is highly reactive with silicon oxide, H2O2 increases the etch-
ing rate, thus producing smaller particles. Moreover, the oxidative
nature of the peroxide removes di-hydride and tri-hydride termina-
tions and hence produces chemically and electronically high quality
particles. The particles are H-passivated with a mono-hydride. The
treated Si wafer was then transferred to an ultrasound bath under
which the particles dislodged into a colloidal suspension in isopropyl
alcohol. High-resolution TEM was used to image the particles as
shown in Fig. 1(a). A most probable prototype of the 1-nm nanopar-
ticle was determined using quantum Monte Carlo simulations to be
Si29H24 configuration11 as depicted in Fig. 1(b).

The photoluminescence spectra of a colloid in isopropyl alcohol
were recorded under ambient conditions using a photon counting
spectrofluorometer with a Xe arc-lamp light source excitation and
4 nm bandpass excitation and emission monochromators. The emis-
sion spectrum from one of the samples under 350 nm UV excitation
is shown in Fig. 9(a). A distinct emission band is observed centered
at 440 nm and a weaker band at 480 nm.

The response of the silicon nanoparticles in the range of
120–255 nm cannot be measured under ambient or wet conditions

FIG. 9. The photoluminescence spec-
tra of the 1-nm silicon nanoparticle for
several excitation photon energies. (a)
Under (3.5 eV) 350 nm UV excitation of a
wet sample at room temperature and (b)
under excitation energy in the range of
4.6–7.5 eV of a thin films under vacuum
at 10 K. Spectra have been vertically off-
set for ease of comparison. (c) Gaussian
fitting of the photoluminescence spec-
trum under 4.6-eV excitation using two
Gaussians giving fitted peaks at 435 and
480 nm.
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because of light propagation problems. In this range, we measured
the response at the Daresbury Synchrotron Radiation Source facil-
ity in the UK. The sample chamber has non-bake base pressures of
typically 10−8 Torr at room temperature (300 K○) or <10−10 Torr at
10 K○. The setup included a five-m normal incidence concave grat-
ing monochromator. Two interchangeable gratings cover the pho-
ton energy range of 5–35 eV (or, equivalently, 2500–350 Å) with a
best achievable resolution of 2 meV (0.05 A○). A peak flux of 1.4 ×
1012 photons/s, for a stimulated Synchrotron Radiation Source (SRS)
stored beam current of 200 mA, has been measured at around 23 eV.
For detection over extended photon ranges, GaAs-based photocath-
ode tubes are used (GaAs and GaInAs:Ce). At room temperature,
the GaAs tube, with a typical gain of 107, has dark counts of around
300 counts s−1. It has a gain of 1.6 × 105, with dark counts of 50
when cooled to 258 K○. The chamber incorporates a compact low-
temperature UHV-compatible cryostat. A two-stage closed-cycle
refrigerator allows regulation of the temperature of sample in the
range of 7–330 K○. Typical cool-down times to 10 K○ are 90 min.

Thin films were formed on silicon wafers using simple drop
evaporation starting from the suspension. After the particles were
dried well on a substrate, they were placed in the vacuum cham-
ber and cooled to 10 K○. The emission in response to a range of
excitation energies is shown in Fig. 9(b). The emission spectra are
found to be largely independent of excitation energy in the range
from 4.6 to 7.5 eV. This is due to the fact that in such a range, above-
barrier excitation takes place followed by relation to the top of the
barrier region. The emission appears to be a band near 435–440 nm
with a shoulder in the longer emission wavelengths. The emission
fits well with two Gaussians as shown in Fig. 9(c). The fitted peaks
are at 435 and 480 nm, with full width-half maximum values of 48
and 103 nm, respectively. The fit error for the center location of the
peaks is less than 1 nm for the main 435 nm peak and 6 nm for the
broad 480 nm peak. This fits the prediction of two peaks although
the predicted wavelengths were overestimated by 20 and 10 nm,
respectively.

VII. DISCUSSION
We present in Table I the calculated bandgap, the barrier

height, the depth of the outer well, the Stokes shift, and emission
lifetime against the number of molecular sites for 1-nm nanoparti-
cles. The table shows that the bandgap and Stokes shift drop with
the number of dimer sites, trends that are in the right direction from
the point of view of experiment. It is to be noted that the maximum
number of dimer-like sites that can be reconstructed in the 1-nm

FIG. 10. Calculated bandgap of 1-nm silicon nanoparticle as a function of the
number of the reconstruction surface dimers.

particle is six (removal of 12 hydrogen atoms starting out from 36,
with 24 H atoms remaining) and that the bandgap drops slowly from
4.4 for a single dimer to 3.3 for six dimers. Upon removal of more
than 12 H atoms (less than 24 remaining H atoms or >six new Si–Si
bonds formed), the bandgap drops sharply, approaching zero, the
metallic zero bandgap as shown in Fig. 10.11,29 The sharp drop is
due to the fact that bonding of those resulting dangling bonds is
carbon-like sp2.

As to the barrier height, the table shows that it drops from
170 to 60 meV with the increasing number of dimer sites from 1
to 6. However, the barrier remains sizable. This limits the transfer
of population from the absorption well to the emission well. In fact,
for efficient tunneling or thermal activation to proceed significantly
at room temperature, the barrier must be well below kT ∼30 meV.
However, the finite limit is necessary if the molecular direct nature
is to survive.

With regard to the depth of the emission (outer/molecular)
well, Table I and Fig. 5 show that the outer well becomes shal-
lower and shallower as the number of dimer sites increases. In fact,
the depth for the six-dimer case (Si29H24 structure) nearly disap-
pears, opening the well on one side and allowing it to fall linearly,
where it crosses at large R the linearly rising ground state in a con-
ical fashion. Having no minimum may imply that the outer well
cannot trap the photo-excited excitons (unstable well), i.e., the self-
trapped exciton model may fail. Moreover, the conical intersection
of the excited state with the ground state implies that relaxation after
crossing the barrier leads to non-radiative recombination back to
the ground state potential energy surface. Since internal conversion

TABLE I. Calculated bandgap, the barrier height, the depth of the outer well, the Stokes shift, and emission lifetime against
the number of molecular sites for 1-nm nanoparticles.

1-nm Si nanoparticle

Molecular dimer Bandgap Stokes Barrier Emission Molecular well
number (eV) shift (eV) height (meV) lifetime (ns) depth (meV)

One-dimer Si29H34 4.4 1.5–2.0 170 15 170
Two-dimer Si29H26 3.5 0.6 85 75 30
Three-dimer Si29H24 3.4 0.5 60 90 10
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happens on the order of picoseconds,78 orders of magnitude faster
than the radiative lifetime, it guarantees that relaxation in the outer
well would not result in emission. Another feature worth mention-
ing is that correlating with the shallowing of the outer well, the emis-
sion slows down, increasing the emission lifetime. However, despite
the disappearance of the minimum (loss of stability of the well), the
lifetime increases from 15 ns for one dimer to only 90 ns for six
dimers. This observation points to the conclusion that the system
does not expand to the dissociation or the conical intersection region
fully. Moreover, the limited increase in the emission lifetime may
indicate that a minimum in the molecular bonds is not necessary for
radiative recombination of excitons to proceed. It is plausible that
“self-trapping” can still take place and emission may be commenc-
ing near the transition (barrier) region, and as such the molecular
model remains valid.

The finite and non-vanishing potential barrier is an indication
that the molecular direct nature survives and that trapping may still
occur. We now present the charge distribution in the Si29H24 par-
ticle, obtained from the calculated wavefunctions, to evaluate the
implication of the openness of the emission well to the ability to
trap the excited election–hole pair (exciton). Figure 11(a) shows
the charge distribution for a dimer bond (reaction coordinate) of
2.4 Å (un-stretched dimer, at the bottom of the inner well).16 The
HOMO [singlet hole ground state (valence band)], given on the left
of Fig. 11(a), and the LUMO [singlet electron excited state (con-
duction band)], given on the right of Fig. 11(a), show that the

electron and the hole are delocalized throughout the nanoparticle.
For a stretched dimer at separations ∼3 Å (near the top of the bar-
rier transition region) as shown in Fig. 11(b), the hole and elec-
tron become concentrated (trapped) on the stretched dimer. Thus,
despite the fact that the outer well has no minimum (very shallow),
trapping takes place in the transition barrier region. When confined
on the same dimer, i.e., electron and hole, being in the same place at
the same time, the respective wave functions overlap, increasing the
exchange integral, and hence the radiative recombination rate.

Figure 6 provides an alternative mechanism to thermal acti-
vation or quantum tunneling for accessing the top of the barrier.
Unlike bulk where excitons can non-radiatively release absorbed
energy through two electron processes and at doping impurities
through migration over large distances, the absorbed energy in
nanostructures remains held up due to diminishment of the rate of
non-radiative processes and lack of impurities due to spatial con-
finement, creating a structural instability. The multiplicity alleviates
the structural strain and instability by allowing the excited particle to
structurally relax to shift the state to lower energy with a variety of
symmetries. This causes the absorbed energy to be transferred into
the top of the transition barrier region of the shifted lower state, fol-
lowed by strong and fast emission without the need for crossing any
barrier. For instance, Fig. 6 shows that upon excitation, the deposited
photon energy is trapped (stored) in the bottom of the inner well,
which causes a sizable strain and structural instability. The present
computations show that the structural instability in the excited state

FIG. 11. Electron and hole charge distribution in the 1-nm Si nanoparticle before and after excitation. (a) Before excitation at 2.4 Å un-stretched dimer, at the bottom of the
inner well for the electron in the LUMO conduction band (top) and for the hole in the HUMO valence band (bottom). (b) Just after excitation at 3 Å stretched dimer, just
beyond the top of the potential barrier for the electron in the LUMO conduction band (top) and for the hole in the HUMO valence band (bottom). It displays the de-localization
throughout the particle before excitation and trapping or localization on the dimer after excitation. Charge distribution (Green), silicon atoms (orange), and hydrogen atoms
(white).
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causes the excited particle to relax structurally to a lower lying poten-
tial surface (state), releasing the trapped energy from the bottom of
the well to the transition region near the top of the barrier of the
lower lying relaxed excited state. Consequently, the process allows
fluorescence to commence without the need for thermal activation
or crossing the barrier via tunneling. Moreover, the results point to
the fact that there is enough mixing of the emission and absorption
wave functions in the transition region allowing for strong recombi-
nation/emission with nanosecond dynamics to proceed. Fast emis-
sion in the transition region avoids the non-radiative recombination
(quenching of emission) at the conical intersection, perhaps avoid-
ing dissociation of the bond into dangling electron bonds that may
be susceptible to environmental attacks.

These studies therefore point to the plausibility of the direct-
like molecular phase to account for the measured optical charac-
teristics of the ultrasmall silicon nanoparticles including direct-like
emission, broadband visible spectrum, nanosecond time dynamics,
ultraviolet (UV) radiation covering the A wavelength range 315-400
nm (UVA) excitation edge, half eV Stokes shift.

Previous computation results shed light on the keys to synthe-
sis of the nanoparticles. Those showed that the interaction of H2O2
with Si29H36 strips two hydrogen atoms to form two free-standing
water molecules, while the “stripped” nearby Si atoms move appre-
ciably closer to each other (allowed by significant loss of elasticity
in sub-3-nm particles) to form Si29H34 particles having a dimer-like
molecular bond H–Si–Si–H,

H2O2 + Si29H36 → Si29H34 + 2H2O.

This reaction proceeds in a spontaneous manner under the exper-
imental synthesis protocol and is supported by the thermody-
namics computations of the reconstruction.15 First, within GGA
computation methods, the total energies of the “reaction” Si29H36
→ Si29H34 + H2 have a balance of ∼−0.3 eV (endothermic at T
= 0) and therefore such a dimerization may well occur for suitable
chemical potentials of hydrogen. Second, since the oxygen–oxygen
distance in H2O2 fits reasonably well with the neighboring hydro-
gens on the two Si atoms, such a reaction suggests a short reaction
path. Third, the process is exothermic in GGA by ∼2.7 eV.79

VIII. CONCLUSION
We studied 1-nm hydrogenated Si particles with a surface net-

work of coupled H–Si–Si–H created by reconstruction, both theo-
retically and experimentally. We used laboratory and synchrotron
UV excitation as well as first-principles atomistic simulations and
computations. We used in the TDDFT computations the B3LYP
hybrid functional and both the quantum computational package
GAMESS (General Atomic and Molecular Electronic Structure Sys-
tem) using the 6-311G(d,p) basis set and the TURBOMOLE quan-
tum computational package with the TZVP basis set. The results
show that due to a structural instability in the excited state, the
optimization processes give two distinct nuclear structures in the
potential surfaces against the inflation of the dimer bond of
the ground and excited states. However, both show potential bar-
riers between the excitation and emission channels. The structural
relaxation in the excited state creates a direct path for releasing exci-
tations by radiative emission, which otherwise would be trapped by
the potential barrier. Following emission, the particle relaxes back

to the indirect ground structure, which completes the cycle. The
results also confirm the pivotal role of HF/H2O2 etching in syn-
thesizing the core–shells and affording control over the molecular
network. Measurements using synchrotron and laboratory UV exci-
tation of thin films of 1-nm Si particles show good agreement with
the simulation results. The distinct nuclear geometries of the excited
and ground states and relaxations between them can account for
the stimulated emission, gain, or microscopic laser action, reported
earlier in macroscopic distributions of 1- and 3-nm Si nanoparticles.

DATA AVAILABILITY

The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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