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A B S T R A C T   

The present study aims to investigate the effect of various fluids on dam-break flow propagation in a rectangular 
and horizontal channel under dry bed conditions. Laboratory experiments were carried out to produce dam- 
break flood waves in a tank by the sudden release of a movable gate that divided the tank into a reservoir 
and a downstream channel. In these experiments, three different fluids were used as Newtonian fluids in the 
reservoir: normal water, sunflower oil, and salt water. A digital image processing technique was adopted for the 
experimental characterization of the dam-break waves. Instantaneous free surface profiles of the dam-break flow 
were captured by a high-speed camera. Free-surface profiles for different times and time evolution of the flow 
depths at four selected locations were determined. The types of fluids had an effect on the results due to their 
specific characteristics such as density and viscosity. Furthermore, numerical simulation of the problem was 
performed by Reynolds-averaged Navier-Stokes (RANS) and Volume of Fluid (VOF) based software Flow-3D. 
When the experimental data were compared with the numerical simulation results, there was good agreement 
for the elapsed time and selected measuring locations.   

1. Introduction 

Dam-break induced catastrophic flood waves may act as a tsunami. 
Although a dam-break wave may not simulate actual tsunami conditions 
exactly, they have been successfully used by researchers in their studies 
on tsunami inundations and the design of sea dikes for protecting on- 
shore structures (Prabu et al., 2019), because, dam break waves have 
several hydrodynamic similarities to tsunami waves (Chanson et al., 
2003). Dam-break flow is a complex fluid dynamics problem due to its 
nonlinear and rapidly varied unsteady flow characteristics. There is al-
ways a risk that dam-breaks can be caused by overtopping and cata-
strophic rainfalls, which can cause catastrophic damages 
(Ozmen-Cagatay and Kocaman, 2010; Tayfur and Guney, 2013; Zhang, 
and Tan, 2014; Li and Yu, 2019; Issakhov and Imanberdiyeva, 2019). 
Description of the chaotic flow behavior is very important in terms of 
taking emergency plans. For many years, hydraulic researchers have 
examined challenging dam-break flow estimations with analytical, nu-
merical and experimental methods. In the past, analytical solutions to 
dam-break flow were obtained under idealized conditions. Stoker 
(1957) extended Ritter’s (1892) dry bed solution to a wet bed case by 

solving the Saint-Venant equations using the method of characteristics 
and relevant shock-wave solutions. With recent development in com-
puter technology, many numerical models have been developed for the 
dam-break problems by solving the shallow water equations (SWE) and 
Reynolds-averaged Navier Stokes equations (RANS) (Shigematsu, 2004; 
Marsooli and Wu, 2014; Kamra et al., 2018; Yang et al., 2018; Kesser-
wani et al., 2019; Prabu et al., 2019; Cantero-Chinchilla et al., 2019). 
VOF-based CFD models that allow SWE and RANS solutions have also 
been adopted to simulate dam-break flow (Ozmen-Cagatay and Koca-
man, 2011; Oertel and Bung, 2012; Ozmen-Cagatay et al., 2014; Koca-
man and Ozmen-Cagatay, 2015; Hu and Zhang, 2018; Turhan et al., 
2018; Khoshkonesh et al., 2019; Yang et al., 2019; Wang et al., 2020; 
Issakhov and Borsikbayeva, 2021). With Direct Numerical Simulation 
(DNS), all scales of wave motion of a turbulent flow like a dam-break 
example can be calculated. For these turbulent flows, the DNS in-
volves a large number of grid modes. RANS models can assist describing 
the boundary layer while restraining solution process time to sensible 
limits (Wilcox, 2000; Ozgokmen et al., 2007). In this research, the nu-
merical analysis was conducted with the VOF-based industrial CFD 
program Flow-3D, adopted previously in numerous studies (Biscarini, 
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2010; Ozmen-Cagatay and Kocaman, 2011; Oertel and Bung, 2012; 
Khrabry et al., 2016; Hu et al., 2018; Yang et al., 2019). Over the last 
decade, the Level Set (LS) method has become popular for simulating 
gas-liquid two-phase flows because of its advantages (Ningegowda and 
Premachandran, 2014; Balcazar et al., 2016; Gu et al., 2018; Li and Yu, 
2019). VOF and LS solver are well-known methods in solid-fluid inter-
face problems. Yu et al. (2019) developed a Coupled Level Set, VOF and 
Immersed Boundary (CLSVOF/IB) method, and applied it to simulating 
the interaction between dam-break flow and stationary obstacles. As an 
alternative to the CFD models, mesh-free modeling with 
Smoothed-Particle Hydrodynamics (SPH) method was used in 
dam-break flow simulations (Turhan, 2017; Turhan et al., 2019a,b; 
Soleimani and Ketabdari, 2020). 

While the numerical models enable the simulation of complex dam- 
break flows, validation with field data is necessary. However, limited 
field data are available; thus, laboratory experiments are used alterna-
tively. Previous experimental works have investigated the initial stages 
of the dam-break flow (Bellos et al., 1992; Lauber and Hager, 1998; 
Stansby et al., 1998; Janosi et al., 2001; Bukreev and Gusev, 2005; Eaket 
et al., 2005; Ozmen-Cagatay and Kocaman, 2010; Turhan, 2017; Her-
nandez-Fontes et al., 2020). In the literature, image-processing tech-
niques have been widely used for dam-break flow measurement (Liem 
and Kongeter, 1999; Aureli et al., 2011; Bechle and Wu, 2011; Yang 
et al., 2011; Kocaman and Ozmen-Cagatay, 2012; Turhan, 2017; Turhan 

et al., 2019a,b). Numerous studies have considered the dam-break 
problem using both experimental and numerical methods (Ozmen-Ca-
gatay and Kocaman, 2010; Minussi and Maciel, 2012; Oertel and Bung, 
2012; Aureli et al., 2014; Turhan et al., 2019a,b; Wang et al., 2020). 
Dam-break flows for dry and wet bed conditions are typically treated 
separately due to the significant differences in the flow patterns (Stansby 
et al., 1998; Bukreev and Gusev, 2005; Khrabry et al., 2016; Lu et al., 
2018; Hernandez-Fontes et al., 2020). 

This current study focused on presenting new experimental data for 
dam-break waves over a dry bed in a rectangular and horizontal flume. 
The flow was numerically simulated by the industrial VOF- based CFD 
package, Flow-3D. A digital image processing technique was adopted for 
data acquisition from the laboratory experiments. Dam-break waves 
were generated by the sudden release of a movable gate, that divided the 
flume into a reservoir and downstream channel. In classical dam-break 
flow experiments, tap water has been used as fluid in the channel, 
whereas here, two more fluids of different densities: sunflower oil and 
salt water are also used in the experiment. To investigate the density and 
viscosity effects of Newtonian fluids on the dam-break flow, the sun-
flower oil was selected due to its low density and high viscosity 
compared to the water. To the authors’ knowledge, sunflower oil has not 
previously been used before as a fluid in dam-break flow propagation. In 
published literature, there are isolated works concerning dam-break 
waves for different Newtonian and non- Newtonian fluids (Janosi 
et al., 2001; Ancey and Cochard, 2009; Li et al., 2013). In reality, the aim 
is to represent tailings dam, seawater, mud, debris and lava flows. This 
present study highlights the effects of various fluid densities on 
dam-break waves by obtaining instantaneous free-surface profiles at 
different times and flow depth variations over time, at specific locations. 
Using a small-scale laboratory setup was used to mirror the chaotic 
unsteady flow conditions during initial stages of the dam-break, since 
enclosed downstream channel end causes turbulence due to reflection of 
the flood wave from the end wall. 

Investigating dam-break flow propagation is necessary for the 
development of emergency plans for flood hazards. In this study, 
experimental work and the numerical model of VOF- based RANS with 
the aid of Flow-3D are described in sections 2 and 3, respectively. In 
section 4, the numerical results are compared to the laboratory experi-
ments. Finally, conclusions are summarized in section 5. 

Fig. 1. Experimental set-up with lengths in meters (Turhan et al., 2018).  

Fig. 2. Experimental set-up (a) Components of the set up (b) Gate mechanism.  
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2. Experiment 

2.1. Experimental set-up 

The experimental set-up is at the laboratory of Adana Alparslan 
Turkes Science and Technology University, Turkey. The channel is 
rectangular and horizontal, with 1.216 m in length, 0.20 m in width and 
0.32 m in height (see Fig. 1). The channel is made of with 5 mm thick 
plexiglas, except for the gate and clamps. The 3 mm-thick, 1 cm-wide 
plexiglas gate is placed at a distance of 0.30 m from the channel inlet in 
order to mirror a dam model. The gate fitted into channel-height 

recesses created by four separate assemblies attached to the channel 
sides using chloroform acrylic glue. A 2 kg metal weight is attached by 
screws to the upper part of the gate acting as a fixed support between the 
gate and a pulley system. The weight prevents any leakage of the fluid 
from the reservoir to the downstream channel. The metal weight is 
attached by a rope and pulley system to a sandbag that lifted the weight 
up when the sandbag fell and released the fluid. 

In addition, vaseline was applied to prevent leakage between the 
contact edges of the gate and the channel walls. In order to avoid the 
deformation of the channel, three plexiglas clamps were set up on the 
upper part of the channel at certain intervals. The experimental area was 

Fig. 3. (a) Camera calibration settings, (b) Calibration board.  
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lit with constant light sources in order to avoid reflections and dark areas 
on the channel. Furthermore, a white styrofoam plate was put behind 
the channel to avoid reflections from any object in the test area. The 
complementary parts of the experimental set-up and the gate mecha-
nism are presented in Fig. 2. In the experiments, the conditions for the 
sudden lifting of the gate were set. The upper limit of the sudden lifting 
time was determined to be t = 0.155 s for ho = 0.15 m according to the 
recommendation of the Lauber and Hager (1998) criterion that it should 
be shorter than 1.25 (h0/g)1/2 for a “sudden removal” corresponding to 
0.10 s in the present tests, from the video images. The Newtonian fluids 
in the reservoir were colored with various artificial food dyes to better 
observe the characteristics of the flow, except for sunflower oil with its 
natural yellow color. 

Blue, yellow and red colors represent normal water, sunflower oil 
and salt water, respectively. One of the significant advantages of the 

food coloring technique is allowing a homogeneous spread whilst not 
disturbing the flow. The density of the normal water is known to be 
1000 kg/m3 at a constant temperature of T = 24 ◦C and that of sunflower 
oil is 910 kg/m3 at 25 ◦C. The density of the salt water was determined to 
be 1200 kg/m3 for a 20% concentration value. The dynamic viscosity of 
the normal water was 0.001 kg/m.s at T = 24 ◦C. The dynamic viscos-
ities of the sunflower oil and salt water were measured with the aid of a 
Brookfield viscometer at 24 ◦C, to be 0.05 kg/m.s and 0.018 kg/m.s, 
respectively. 

2.2. Flow measurement and camera calibration process 

The calibration procedure was performed by pairing corner co-
ordinates in diverse views of the calibration board (Fig. 3a). The dis-
tortions were calibrated using a calibration board containing black and 
white colored square meshes. The spatial calibration parameters were 
estimated by matching the known coordinates of the corners on video 
images that were recorded from 12 different viewpoints of the calibra-
tion board (Fig. 3b). Since the video images were taken with a camera in 
a fixed position, the error rate was very low. For the spatial calibration 
process, the GML Camera Calibration software program was used (Eaket 
et al., 2005; Ozmen-Cagatay and Kocaman, 2010; Bechle, and Wu, 2011; 
Evangelista et al., 2017; Ridolfi and Manciola, 2018). The images were 
captured by a camera with high resolution and high speed from the same 
locations. The basic characteristics of the camera are as follows: a full 
frame CMOS 24.7 megapixel image sensor; an effective pixel size of 24, 
385,536; a native resolution of 24.4 megapixels; a Pro DSLR type lens 
montage, and an image format of FX/35 mm. Furthermore, the camera 
settings, such as the setting of the aperture, shutter speed and ISO, were 
adjusted according to the experimental conditions. The video images 
were captured at 1280 × 720 pixels and 60 frames per second (fps). 
Afterwards, the pixel data of the images were turned into lengths. Red 
stripes were fixed on the channel surface and the ground of the channel 
for analysis of the measurements. To identify the water-air interface 
better, resizing, filtering and contrast enhancement were applied to the 
raw images (Skoneczny, 2016). For details of these processes can be seen 
in Kocaman and Ozmen-Cagatay (2012). Thus the water-air interface 
was sharpened, and the exact location of the edge was accurately 
defined. 

The depth changes of the Newtonian fluids over time at specified 
locations were measured directly from the video images without using 
any physical device, leaving the flow undisturbed. Thus, a procedure 
was applied with the aid of filter and edge recognition functions. In the 
process, numerous vertical lines can be drawn anywhere on the filtered 
and sharpened video images and they were considered to be virtual 
wave probes (Fig. 4) (Kocaman, 2007; Bechle and Wu, 2011; Kocaman 
and Ozmen-Cagatay, 2012; Campbel et al., 2014; Turhan et al., 2019a,b) 

The measurement locations in the channel are listed as P1, P2, P3 

Fig. 4. The use of a virtual wave probe in time dependent salt water levels (a) raw image, (b) Filtered and sharpened image.  

Fig. 5. Measurement locations with lengths in meters.  

Fig. 6. Mesh sensitivity analysis at location P2 for salt water.  
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and P4 (Fig. 5). P1 was located at the midpoint of the reservoir and the 
others (P2, P3, and P4) were placed downstream. The level variations of 
the fluids over time were acquired in terms of that measurement loca-
tion. Dimensionless magnitudes (H and T) were considered in this study 
and expressed as H = h/ho and T = t (g/ho)1/2 where, h, ho, g and t 
represent fluid height, initial reservoir height, gravitational acceleration 
and time, respectively. 

3. Numerical modeling 

3.1. Reynolds-averaged Navier–Stokes (RANS) Equations 

The governing continuity (Equation (1)) and momentum (Equation 
2) (RANS) equations for incompressible Newtonian fluid flow can be 
stated using Einstein’s notation as follows(Wilcox, 2000; 

Fig. 7. Evolution of the free-surface profiles overtime at the initial stages, between t = 0.00 s to t = 0.234 s for the experiment.  

Fig. 8. Evolution of the free-surface profiles over time at the initial stages between t = 0.00 s to t = 0.234 s for RANS.  
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Ozmen-Cagatay and Kocaman, 2010, 2011): 

∂
∂xi

(uiAi)= 0 (1)  

∂ui

∂t
+

1
VF

(

ujAj
∂ui

∂xj

)

= −
1
ρ

∂p
∂xi

+Gi + fi (2)  

where xi is the coordinate, ui is the time-averaged velocity, Aj is the 
fractional area in a specified direction, t is the time, VF is the fractional 
volume, p is the pressure, ρ is the density, Gi is the body accelerations 
and fi is the viscous term defined by Equations (3) and (4): 

fi =
1

VF

[
τb,i

ρ −
∂

∂xj

(
AjSij

)
]

(3) 

Fig. 9. Evolution of free-surface profiles of the reflected wave over time, from t = 1.002 s to t = 2.989 s for the experiment.  

Fig. 10. Evolution of free-surface profiles of the reflected wave over time, from t = 1.002 s to t = 2.989 s for RANS.  
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Sij = − (υ+ υT)

[
∂ui

∂xj
+

∂uj

∂xi

]

(4)  

where τb,i represents wall shear stress, Sij is the strain rate tensor, ʋ is the 
kinematic viscosity and ʋT is the kinematic eddy viscosity. The solution 
of the flow problems can be performed with the aid of different turbu-
lence models (Wilcox, 2000; Ozmen-Cagatay et al., 2014; Yang et al., 
2018). The k-ε turbulence model is possible method for the RANS sim-
ulations of dam-break flows (Shigematsu et al., 2004; Balabel, 2015; 
Kocaman and Ozmen-Cagatay, 2015; Turhan et al., 2019a,b). In this 
study, the k-ε turbulence model was applied for the numerical solution, 
given the former studies that used it to model rapidly varied unsteady 
flows at high Reynolds numbers (Launder and Spalding, 1974; Kocaman 
and Ozmen-Cagatay, 2012; Flow Science, 2017; Turhan et al., 2018). In 
the k-ε turbulence model, turbulence eddy viscosity was calculated with 
the help of turbulence kinetic energy “k” and turbulent dissipation rate 
“ε” as follow in Equation (5): 

VT =
Cμk2

ε (5)  

where Cμ is an empirical coefficient. In the standard model, the values of 
k and ε are specified from Equations (6a) and (6b): 

∂k
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=
∂
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(
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)
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(
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+
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)
∂ui

∂xj
− ε. (6a)  
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)

+C1ε
ε
k
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(
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+

∂uj

∂xi

)
∂ui

∂xj
− C2ε

ε2

k
. (6b)  

where the standard values of the empirical coefficients in the turbulence 
model are specified as Cμ = 0.09, C1ε = 1.44, C2ε = 1.92, σk = 1.0 and σε 
= 1.3 (Balabel, 2015; Launder and Spalding, 1974). The numerical so-
lutions for the RANS were calculated via the VOF- based CFD package, 
Flow-3D. This software program generates a mesh–grid system and in-
cludes a fractional area/volume obstacle representation method 
(FAVOR) using a cell porosity technique (Flow Science, 2017). All the 
surfaces of the channel are assumed smooth, which means the flow is 
accepted to be frictionless. Flow-3D allows the selections various surface 
roughness values according to the type of channel materials. In this 
simulation, the plexiglas channel roughness is ignored due to its very 
low value. The channel sidewalls were taken to be symmetrical, which 
implies no flux or shear of any feature across it. Tangential and normal 
velocities were assumed to be zero at the solid boundaries according to 
the no-slip condition (Kocaman and Ozmen-Cagatay, 2015; Turhan 
et al., 2019a,b). For this study, the grid size was taken to be 5 mm in both 
directions after carrying out sensitivity analysis. Mesh sensitivity was 
analyzed for four grid sizes of 2, 5, 10 and 20 mm (Fig. 6). Because of 
insignificant differences among the stage hydrographs, a grid size of 5 
mm was adopted in this study. The time-step size is variable and auto-
matically adjusted by respecting the Courant-Friedrichs-Lewy (CFL) 
stability criterion in Flow-3D. The numerical stability is ensured for 
CFL<1 so that the fluid does not flow across more than one cell in one 
computational time step Δt. The CFL criterion is used in Flow-3D to 

Fig. 11. Flow depth variations with time at P1 and P2.  
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calculate the maximum allowed time step size and it tells how fast the 
fluid passes through a cell. If the CFL is greater than 1, the velocity of a 
particle is so high that it passes through a cell in less than one time step. 
This lead to numerical instabilities. The minimum time step depends on 
its initial value and can be selected by the user. In this study, initial time 
step size Δt was taken to be 0.001 s. First-order momentum advection 
approximation was used in the RANS simulations, the implicit scheme 
was preferred to solve the equations in the numerical models. To track 
the free surface the VOF method was employed. The VOF method con-
sists of three ingredients: a scheme to locate the surface, an algorithm to 
track the surface as a sharp interface moving through a computational 
grid, and a means of applying boundary conditions at the surface (Hirt 
and Nichols, 1981). 

4. Results and discussion 

In this study, dam-break induced wave propagations of three 
different Newtonian fluids were examined in a dry channel. Fig. 7 shows 
video images of the free-surface profiles, obtained from the experiment, 
which were digitized via image processing techniques. As the gate was 
abruptly lifted upwards, the fluid in the reservoir moved as an unsteady 
and turbulent downstream flow. Fig. 7 shows the evolution of the free- 
surface profiles over time, obtained from numerical RANS solution. The 
evolution over time of the free-surfaces was examined in two parts with 
respect to observed time periods. The first part points out the early 
initial stages from t = 0.00 s to t = 0.284 s (Figs. 7 and 8) and the other 
part, from t = 1.002 s to t = 2.989 s, indicated the reflection of the waves 
from the end wall (Fig. 9 and Fig. 10). 

As can be seen in Fig. 7, at t = 0.083 s, the free-surface profiles are 
similar to the parabolic shape in all experiments. At the initial stages, 
there are similar results in the literature in case of dry bed conditions 
(Stansby et al., 1998; Bukreev and Gusev, 2005; Ozmen-Cagatay et al., 
2014; Turhan et al., 2019a,b). After t = 0.134 s, free-surface profiles 
turned into convex shapes for all fluids. Hence, as time passes, the hy-
drostatic pressure becomes higher hydrostatic due to bottom friction, 
causing a convex free surface (Ozmen-Cagatay and Kocaman, 2010). 
According to Lauber and Hager (1998), a dam-break wave over a dry 
bed can be divided into an initial wave and a dynamic wave passing the 
initial stage at a defined section. This event was observed over the dry 
bed in numerous previous works (Stansby et al., 1998; Aureli et al., 
2011; Oertel and Bung, 2012; Lu et al., 2018; Turhan et al., 2019a,b). 
Figs. 9 and 10 show the free-surface profiles for a reflected wave from 
the end wall over time for the experimental and numerical model, 
respectively. 

At t = 1.002 s, the wave rises on the channel surface and air bubbles 
emerge on the front of the wave. High energy losses in the experiments 
caused a decrease in the velocity on account of the turbulence effects 
and the levels of all the fluids were higher than those of the numerical 
results (Ozmen-Cagatay and Kocaman, 2010; Turhan et al., 2018, 2019). 
At t = 1.252 s, shapes of the wave fronts for all fluids were different from 
each other. In the case of the oil, a small wave break was observed, 
whereas a significant wave break occurred in the other fluids. It indi-
cated that the wave front velocity of the oil was lower than the other 
fluids due to the viscosity effect. It can be seen from Figs. 9 and 10 that 
there is good agreement between experimental data and RANS out-
comes. In the published literature, the RANS solution produces good 

Fig. 12. Flow depth variations over time at P3and P4.  
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results in dam-break flow investigation (Shigematsu et al., 2004; 
Ozmen-Cagatay and Kocaman, 2010; Ozmen-Cagatay et al., 2014; 
Marsooli and Wu, 2014; Kamra et al., 2018; Yang et al., 2018). As seen 
from Fig. 11, for normal and salt water at P1 (0.15 m), although the 
levels of the flows in experiment are slightly higher than those of the 
numerical results, there was reasonable agreement between the exper-
imental data and numerical results. As for sunflower oil at P1, the dif-
ference between experimental data and numerical result increased. At 
P2 (0.45 m), RANS solution produced good results for sunflower oil and 
salt water, however, it underestimated the flow depths after T = 16 for 
normal water. 

As can be seen from Fig. 12, at P3 (0.70 m), the experimental results 

obtained were higher than the numerical results. The differences in the 
graphs were high between T = 10 and 20. At P4 (1.00 m), some fluc-
tuations can be seen in the graphs of the experimental results for all 
three cases. While the best agreement of numerical results with exper-
imental results were observed for sunflower oil, the most deviations 
between experimental and RANS simulation at P4 for normal water. 
Here, the numerical solution overestimated the flow depth from T = 8 to 
T = 12 for normal water. Finally, predictions using RANS generally 
display good agreement with the measurement except for the time in-
terval from T = 8 to T = 12. 

Fig. 13 compares the measured and numerically computed flow 
depth variations over time for three fluids at four locations: P1, P2, P3, 

Fig. 13. Measured and computed comparison of the flow depth variations over time for three fluids at P1, P2, P3, and P4.  
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and P4. While the three results were close to each other at P1 in the 
RANS solution except for the time interval from T = 23 to T = 25, in the 
measured results, sunflower oil depth was higher than those of other 
fluids up to T = 18 and it was lower than others after T = 18. Despite 
disagreement at P2 in the vicinity of the second peak (T = 15 to T = 17) 
in the experiment, general agreement was good between all fluids. In 
RANS solution at location P2, the three results were close to each other 
except for the time interval from T = 23 to T = 25. As shown in Fig. 13, 
fluctuations were observed at P3 from T = 11 to T = 16 in the experi-
mental results due to turbulence effect and the level of sunflower oil is 
lower than those of other fluids, however, RANS solution cannot predict 
the fluctuations. At P4, discrepancies between the measured and 
computed results are shown in the graphs. The measured result for salt 
water was different from the others from T = 8 to T = 12. While the 
depth of salt water was higher than the other fluids in the measured 
results, the normal water depth was higher in the computed results at 
P4. During the initial stages of dam-break flow, the propagations of three 
Newtonian fluids with different densities displayed similar behavior at 
almost all locations except P4 (Fig. 13). However, a few discrepancies 
occurred with the progression of time, especially in the experimental 
results. 

Fig. 14 shows evolution of the numerically computed wave fronts at 
the initial stages for normal water, sunflower oil and salt water. The 

density and viscosity effects can be slightly seen on the graphs. 
Fig. 15 shows evolution of the numerically computed rarefaction 

wave in the upstream direction. Although there are almost no differ-
ences among three graphs of fluids at t = 1 s, the differences in celerity of 
the negative wave fronts for three fluids can be clearly distinguished at t 
= 1.5 s and t = 2 s. The density and viscosity effects of the salt water and 
sunflower oil are obviously seen. 

5. Conclusion 

This study considered the propagation of flood waves resulting from 
dam-breaks in an initially dry channel for various Newtonian fluids with 
different densities (normal water, sunflower oil and salt water). New 
experiments were conducted in a rectangular channel with a smooth 
horizontal dry bed. Snapshots were obtained with a digital image 
technique of the instantaneous free-surface profiles at different times, 
and of the flow–depth hydrographs at certain locations. A small-scale 
laboratory setup was used that mirrored the chaotic flow conditions, 
since the enclosed downstream channel end caused turbulence due to 
the flood wave reflection from the end wall during the initial stages of 
the dam break. At these initial stages, the results obtained from the 

Fig. 14. Evolution of the numerically computed wave fronts at the initial 
stages, (a) for normal water (b) for sunflower oil (c) for salt water. 

Fig. 15. Evolution of the numerically computed rarefaction waves (a) t = 1 s. 
(b) t = 1.5 s. (c) t = 2,0 s. 
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experiments with all three fluids showed similar behavior with each 
other’. As the flow progressed, discrepancies occurred because of tur-
bulence and frictional effects. Thus, the free-surface profiles of the wave 
front changed over time and wave front velocity was different for each 
fluid. While the propagation for all fluids was similar at the initial stages 
of motion, the effect of the end channel wall induced differences in 
depths and wave front velocities, particularly, for the sunflower oil 
moving slowly due to its high viscosity. The VOF-based RANS model 
program Flow-3D was used to generate numerical results to compare 
with the experiments. The numerical simulation results showed good 
overall agreement with the experimental data. Although the numerical 
model has difficulty in estimating turbulence and friction effects, its 
prediction of the flow can be reasonably acceptable. Comparison of the 
numerical results with the experimental data revealed the abilities and 
shortcomings of the numerical model. As a result, the laboratory data 
presented in this work may be useful in the validation of other numerical 
studies. In the future, force and velocity measurements for the dam- 
break flow problems for several fluids and the effects of various chan-
nel base conditions on flow characteristics can be investigated in detail. 
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