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Phishing Detection System Using Extreme Learning Machines with
Different Activation Function based on Majority Voting

Cogunluk Oylamasina Dayali Farkl1 Etkinlestirme Islevine Sahip Asiri
Ogrenme Makinelerini Kullanan Kimlik Avi Tespit Sistemi

Highlights

« ELM model, which provides a faster and generalizable performance was used for phishing de-tection.
Performances of ELM models with different activation functions were evaluated.
This study provides a fast, low cost, high performance and generalization carfcity slstem.‘
Graphical Abstract

In the proposed system, the individual performances of each of the ELM classifiers with different activation functions
were evaluated, and then the results of the first three ELM models with the best performance were majority voted and
the final result was reached.
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Figure. Structure of the proposed phishing detection model
Aim
Phishing is a type of software-based cyber-attack carried out to steal private information such as login credentials,

user passwords, and credit card information. When the security reports published in recent years are examined, it is
seen that there are millions of phishing spoofing web pages. Therefore, in this study, it is aimed to develop an effective

phishing detection model.
Design & Methodology

In this study, an extreme learning machine based model using different activation functions such as sine, hyperbolic
tangent function, rectified linear unit, leaky rectified linear unit and exponential linear unit was proposed and
comparative analyses were made. In addition, the performances of the models when combined with the majority vote
were also evaluated.

Originality

An overview is presented based on the studies developed for phishing detection in the literature, and a novel and
effective model is proposed by combining extreme learning machine models using different activation functions with
majority voting.

Findings

In the study, the highest accuracy value of 97.123% was obtained when the three most successful activation functions
were combined with the majority vote.

Conclusion
Experimental results show the effectiveness and applicability of the model proposed in the study.
Declaration of Ethical Standards
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ABSTRACT

and credit card information. When the securlty reports published in recent years are examlned i
phishing spooflng web pages. Therefore, in thls study, itis almed to develop an effectlve p

the performances of the models when combined with the majority vote were als
value of 97.123% was obtained when the three most successful activatioggfun

Islevine Sahip Asiri Ogr
Kimlik

Kimlik av1, oturum agma kimlik bilgileri, ku
yazilim tabanl bir siber saldir tiiriidii

ic1 gifrelerT,

ve iistel dogrusal birim gibi
karsilagtirmal1 analizler Y,

websites that are very similar to the original are generally
used. According to the report of the AntiPhishing
Working Group (APWG), the number of phishing attacks
has doubled since the beginning of 2020. In addition,
260,642 phishing attacks were seen in July 2021, the
highest monthly level compared to previous years [2].
These statistics show that anti-phishing solutions and
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millions of
. In the study,

di kart1 bilgileri gibi 6zel bilgileri ¢almak amaciyla gergeklestirilen
yayinlanan giivenlik raporlari incelendiginde milyonlarca kimlik av1 sahteciligi
edenle bu c¢alismada etkili bir kimlik avi tespit modelinin gelistirilmesi

iti, asir1 makine 6@renimi, cogunluk oylamasi.

work need to be improved. One of the most used methods
for detecting phishing websites is phishing URL tanks.
[3]. However, in order to keep phishing URL tanks up to
date, individuals or organizations must manually report
phishing websites. This situation can cause problems
such as more human effort and not detecting phishing
URLSs in a timely manner [4].

To tackle these disadvantages of phishing URL tanks,
researchers primarily focused on traditional machine
learning methodologies that can provide a more
intelligent phishing detection [5-12]. In the traditional
machine learning approach, feature selection is made
with the help of cyber security experts, and then phishing
detection is performed by using traditional machine
learning algorithms. Deep learning methods, which have



come to the forefront with their rapid development and
successful results in many different fields in recent years,
have also started to be used for phishing detection. [13-
17]. In deep learning algorithms, data can be used
directly without the need for a manual feature selection
step.

In this study, an extreme learning machine (ELM) based
approach is proposed for phishing detection. In the
proposed approach, the effect of different activation
functions on the prediction accuracy of ELM models was
also investigated. In the study, five different activation
functions, namely sine, hyperbolic tangent function
(Tanh), rectified linear unit (ReLU), leaky RELU and
exponential linear unit (ELU), were used and the results
obtained from each ELM model were analysed. Then
three ELM models with the best performance were
determined and the final result was reached by majority
voting of these three ELM models. The main contribution
of this study are:

* Inthis study, the ELM model, which provides a
faster and generalizable performance and does
not require parameters such as learning rate and
momentum in classical artificial neural network
architectures, was used for phishing detection.

e Performances of ELM models with different
activation functions were evaluated. As a re
of the experimental tests, it was seen that
three best activation functions in ELM mod
were ELU, leaky ReLU and
respectively.

e The proposed model that focused
voting of the ELM models wj
activation functions reache
value of 97.123%.

and methodgi@
detail. %
experi al ‘CuusHe

provides detailed performance
proposed model and previous work in
y, the paper concluded in Section 6.

this area.

2. RELATED WORK

Researchers have proposed various approaches for
phishing detection, including traditional machine
learning methods and deep learning-based methods.

Zhu et al. proposed an approach based on optimal feature
selection and neural networks for the detection of
phishing attacks. The feature selection algorithm
designed in the study reduces the time cost as it does not
take into account many useless and small-impact features

by determining a threshold value. They reported that the
proposed approach was successful in detecting many
types of phishing websites [1]. Xiang et al. proposed a
feature-based model for phishing detection, which they
called Cantina+. In the study, in which they evaluated the
performance of six different machine learning methods
as classifiers, they reported that the best algorithm was
the Bayesian network and it performed quite well in
catching the ever-evolving new phishing attacks [5].
Sahing6z et al. created and shared a rather large dataset
containing 36,400 legitimate and 37,175 phishing
records. They utilized seven different m4@Ri i
algorithms for real-time phishing de
reported that the Random Forest
highest accuracy with 9@9
extracted based on naturf® lang

extracting the heuristic fe
these models,
performand® vy
study, te
the best

ieved the best
cy. In addition, in this

ith 99.55% with the Principal
F classifier [10]. Priya et al.
ach to detect drive-by download
wseful information they extracted by
( pages. They achieved 92% accuracy with
N gfgorithm and reported that better performance
pbe achieved with more HTML and JavaScript
gatlwes [18]. Togacar used support vector machine
(SVM), k-nearest neighbor (KNN), decision tree (DT)
and random forest (RF) methods from traditional
machine learning methods for phishing detection, and
obtained the highest accuracy value of 96.73% with the
RF method [19]. Similarly, when Kosan et al. compared
the performances using C4.5, ID3, PRISM, RIPPER, NB,
KNN and RF methods for the detection of phishing web
pages, they reported that the best accuracy value was
obtained with the RF method with 97.3%. Although the
RF method has the best accuracy value, the model
creation and estimation time takes a little longer than
other methods [20]. Ali and Malebary proposed an
approach for phishing detection using feature weighting
based on particle swarm optimization (PSO). They
indicated that the PSO-based feature weighting proposed
in the study had a positive effect on success and reached
96.83% accuracy performance [21]. Minocha and Singh
utilized the KNN method as a classifier in their study
where they designed a new transfer function for phishing
detection. As a result of the performance evaluations of
the proposed method, they reported that it produced
better results compared to the state-of-the-art techniques
[22]. Kaytan and Hanbay used the ELM method to detect
phishing websites. The average classification accuracy of
the proposed method was 95.05% when the 10-fold cross
validation test was applied [23]. Li et al. performed
phishing detection using the features they extracted by
analysing URL addresses and HTML codes of web



pages. In the study, they proposed a stacking model
approach by combining various boosting algorithms.
They stated that the proposed approach achieved 97.30%
and 98.60% accuracy values as a result of the tests
performed on two different data sets. The study stands
out as a real-time phishing detection system which can be
utilized for protecting users from phishing attacks [24].
In another study, Yang et al. noted that they achieved
97.5% accuracy in phishing detection with the improved
ELM approach [25]. Savas and Savas utilized 8 different
machine learning algorithms such as SVM, RF, KNN,
DT, Gaussian Naive Bayes, logistic regression,
multilayer perceptron and XGBoost to classify the URL
addresses whether they are phishing or not. They have
reached a high accuracy of 99.8% in many models they
tested on the data obtained from USOM, Alexa and
Phishtank. [26].

Wei et al. utilized convolutional neural networks (CNN)
in the study that they designed a light-weight phishing
detection sensor. They reported that the proposed method
reached 86.63% accuracy and reduced execution time by
30% [4]. Yang et al. proposed a deep learning-based
approach using multidimensional features. As a result of
experimental tests, they indicated that the proposed
approach provides high accuracy performance quite
quickly [16]. Feng et al. proposed a hybrid deep mo

approach by using a new method called Web2Vecgio
feature extraction. As a result of the experimental tes
the proposed model reached quite high acqurad
performance [17]. Somesha et al. used deepA€arnin
methods. They reported that the best perfornie "
obtained with the long short-term memor
method with 99.57% in the study, wherg
the number of features and diminish
on third-party services [27]. Ozcaget a

LSTM and deep neural net
of phishing attacks. They
different datasets an
model achieved a

ter embedding features at
hmadi et al. proposed a
etwork-based approach, which
or the detection of phishing attacks.
oposed approach on a very large dataset
ank and DomCop and reported that the
model achiefed an accuracy of 97.58% [29].

3. METHODS
3.1. Proposed Model

The aim of this study is to develop a new ELM based
system for phishing detection using the features of a data
set obtained from Kaggle, a public data science platform.
The architecture of the proposed system is illustrated in
Figure 1. In the proposed system, the individual
performances of each of the ELM classifiers with

different activation functions were evaluated, and then
the results of the first three ELM models with the best
performance were majority voted and the final result was
reached.

3 Best Classifiers

Majority Class
Voting > Lapel

proaches such as the back propagation
ithm, all weights and threshold values are
chang@d iteratively until the training error is minimized.
Howeper, the learning process takes a lot of time to
geliet/e the best performance and sometimes the error
can be stuck in a local point. Changing the momentum
value may prevent the error from getting stuck at a local
point, but it will not be useful in shortening the learning
process [31]. In ELM, input weights and threshold values
are randomly assigned and output weights are calculated
accordingly. Therefore, ELM provides faster and better
performance in some tasks compared to traditional
methods [30, 31]. The structure of the ELM is presented
in Figure 2.

Hidden
Layer

Input
Layer

Bias

Figure 2. Structure of an ELM network with a single hidden
layer



The artificial network shown in the figure
X1, X5, X5, ..., Xy denotes input vectors and Y indicates
output vectors. The mathematical representation of this
network, where the number of neurons in the hidden layer
is M, is as in equation 1.

YL BigWiX +b) = Yy, k=12,..,N (1)

Here, Wi, W;,, Wi, ..., W;y represent the connection
weights between the input layer and hidden layer, while
Bi1, Biz» Biz» -, Bim indicate the threshold values, b;
hidden layer neurons, Y, output values and g(.)
activation function in the output layer [32].

3.3. ELM Models with Different Activation Functions
for Phishing Detection

ELM is a type of algorithm that tends to perform well in
extremely fast learning speed, and choosing the right
activation function is very important for the prediction
performance of ELM. Non-differentiable or discrete
activation functions can be used in ELM [31]. In this
study, sine, Tanh, ReLU, leaky ReLU and ELU, which
are frequently utilized in the literature, were selected.
The sine activation function is sinusoidal in natur,
Although the training time is short in this activagip
function, it causes overfitting problems as it adjusts t
weights easily and quickly [33]. The sine actiyati
function has the following form:

f(x) = sin(x)
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i WSine activation function
iation function is very similar to the

sigmoid on function, but unlike the sigmoid, it
converts inplts to outputs between -1 and +1. This means
that its derivative is steeper, that is, it can take more
values, and it means that it will be more efficient for the
classification process. However, gradient vanishing
problem is also a disadvantage of this activation function
[34]. The Tanh function is defined as in equation 3.

f(x) =tanh(x) =
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Figure 4. Tanh activation functio

The ReLU activation functiw c
between 0 and +oo. For tigs r

unsaturated function. Theg bigge
function is that the com honal loadNs |

(4)

Figure 5. ReLU activation function

Leaky ReLU is one of the solutions developed against the
dying ReLU problem, which occurs when the RelLU
activation function directly equals negative values to
zero. In Leaky ReLU, negative values are very close to
zero, but not exactly zero. Thus, its derivative is
prevented from being zero, and learning takes place on
the negative side as well [36].
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Figure 6. Leaky ReLU activation function



ELU is a more advanced activation function compared to
ReLU and has further reduced the gradient vanishing
effect. The ELU hyperparameter a controls the value
ELU saturates for negative net inputs and has negative
values that bring the mean of ELU activations closer to
zero. These near-zero activations result in faster learning
and higher classification accuracies as the slope
approaches the natural gradient [37].
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Figure 7. ELU activation function

4. EXPERIMENTAL STUDY ..
4.1. Data Description

In this study, experiments were carried out on a phishi
dataset obtained from Kaggle platform [38]. Thy

study, 11054 examples and 30
were used. The dataset contai

values between {-1, 1}
values, {1} is Legitimate,
is Phishing. The 30 features

ViV [o [ f=CCR =l aF=L3=ls I =UsinglP, LongURL, ShortURL, Symbel @, Redirecting//,
PrefixSuffix-, SubDomains, HTTPS, DomainReglen,
features Favicon, NonStdPort, DomainReglen
Abnormalitv based *RequestURL, AnchorURL, AbnormalURL ,
features LinksInScriptTags, ServerFormHandler, InfoEmail

HTML and
Javascript based
features

=WebsiteForwarding, StatusBarCust, DisableRightClick,
UsingPopupWindow, IframeRedirection,

Domain based
features

=ApeofDomain, DNSRecording, WebsiteTraffic, PageRank,
Googleindex, LinksPointingToPage, StatsReport

Figure 8. Features in the dataset

4.2. Experimental Evaluation

The proposed model was run on a computer which has
Intel Core i5 8250U, 1.60 GHz processor, 12GB RAM
and Windows 10 64 bit operating system and it was
written with the python programming language. For
ELM algorithms with different activation functions used
in the study, the number of hidden layer neurons was
used as 512, 1024, 2048, 4096 and 6144, respectively. In
addition, classification algorithms were applied on the
dataset using cross-validation technique. Cross
validation is utilized based on the generallyaccepted and

elonging to the phishing
ry model belonging to

class. FP
. igtakenly predicted as phishing.

the legiti

TP+TN

AcCuracy = rrpein )
Sensitivity = Recall = e (8)
ensitivity = Recall = 75—y

TP
ision = ———+__ 9
Precision TP L FP 9)

TN
e AN 10
Specificity TN £ FP (10)

Precision X Recall
F1— = 11
score Precision + Recall (1)
4.3. Results

In this section, the results obtained from ELM models
with different activation functions and hidden layer
neuron numbers are presented in detail. The binary
classification performances of the models were evaluated
separately for each fold (Appendix A). In addition, an
overlapped confusion matrix was created for the general
evaluation of the models and performance criteria
representing the model in general were calculated using
this matrix (Table 1).



Table 1. Performance results of each ELM models.

Number Performance Results %
of hidden | Models
neurons Total Total | Total Total F1
TP EN EP TN Spe Sen Pre score Acc
ELU-ELM 4511 386 236 5921 96.167 92.118 95.036 93.551 94.373
Leaky ReLU-ELM 4517 380 242 5915 96.069 | 92.240 | 94.925 | 93561 | 94.373
ReLU-ELM 4512 385 241 5916 96.086 | 92.138 | 94.947 | 93517 | 94.337
o Sine -ELM 4338 559 435 5722 92.935 88.584 90.891 89. 91.007
Tanh-ELM 4485 412 254 5903 95.874 | 91.586 | 94.646 975
Overlapped 95426 | 91.333 &4&
ELU-ELM 4569 328 185 5972 96.995 | 93.302 4(96.134 N 94.@; 95.359
Leaky ReLU-ELM 4575 322 o711 | 95.377
ReLU-ELM 4554 343 4.403 95.115
1024 Sine -ELM 4457 440 92.211 93.188
Tanh-ELM 4561 336 94.101 94.825
Overlapped 94.022 | 94.773
ELU-ELM 4625 272 95.488 96.047
Leaky ReLU-ELM 4611 286 95.277 95.866
ReLU-ELM 4630 267 95.552 96.101
2048 Sine -ELM 4551 346 93.767 94.527
Tanh-ELM 4605 292 95.047 95.658
Overlapped 95.026 | 95.640
ELU-ELM 4647'& 250 95.952 96.454
Leaky ReLU-ELM 174 5983 97.174 | 94.527 | 96.388 | 95.445 | 96.001
ReLU-ELM 4618 279 175 5982 97.158 | 94.302 | 96.354 | 95.315 | 95.893
0% Sine -ELM 3 312 5845 94.933 | 91.770 | 93510 | 92.628 | 93.532
Tanh-EkM 98 299 193 5964 96.865 | 93.894 | 95.980 | 94.921 | 95.549
Overla 96.765 | 93.878 | 95.855 | 94.852 | 95.486
4663 234 132 6025 97.856 | 95.221 | 97.252 | 96.223 | 96.689
4630 267 174 5983 97.174 | 94547 | 96.383 | 95.454 | 96.010
4632 265 177 5980 97.125 | 94.588 | 96.324 | 95.446 | 96.001
o 4461 436 308 5849 94.998 | 91.097 | 93559 | 92.307 | 93.269
anh-ELM 4609 288 174 5983 97.174 | 94.119 | 96.365 | 95.227 | 95.820
Overlapped 96.865 | 93915 | 95976 | 94.931 | 95.558

When the performances of ELM models with different
numbers of hidden layer neurons are examined, it can be
seen from Table 1 that the highest accuracy values were
obtained by ELM models using the ELU, Leaky RelLU
and ReLU activation functions, with accuracy values
very close to each other. On the other hand, the ELM
model, in which the sine activation function is used, has

the lowest accuracy value. In the study, in addition to the
individual performance of each classifier, their
performance when combined with the majority vote was
also evaluated. The values obtained by combining the
five classifiers with the majority vote are presented in
Table 2.



Table 2. The performance results of majority voting with all ELM model

Number of Performance Results %
hidden
neurons Model Fold | TP FN FP TN Acc Sen Pre Spe F1 Score
1 911 69 33 1198 | 95.387 92.959 96.504 97.319 94.699
Majority voting 2 913 67 58 1173 | 94.346 93.163 94.027 95.288 93.593
with all ELM 3 918 |61 |38 | 1194 | 95522 | 93769 | 96.025 | 96.916 | 94.884
512 models
4 898 81 38 1194 | 94.618 91.726 95.940 96.916 93.786

5 897 82 57 1174 | 93.710 91.624 | 94.025

Overlapped 4537 | 360 224 5933 | 94.716 92.648 | 95.304
1 924 56 22 1209 96.472 94.286
Majority voting 2 927 53 47 1184 95.477 94.592
with all ELM 4
1024 models 3 928 51 35 1197 96.110 94.791&
4 906 73 23 1209 | 95.658 92.543
5 911 68 40 1191 95.]&7< 9
Overlapped 4596 | 301 167 5990 9’/66 %.85 96.507 | 97.288 95.155

1 97.711 98.213 96.754
Majority voting 2 95.706 | 96.588 95.608
with all ELM
2048 models 3 97.407 | 97.971 96.655
4 98.089 | 98.539 96.200
5 96.845 | 97.563 95.440
Overlapped 97.151 | 97.775 96.131
1 98.536 | 98.863 97.314
2 97.219 97.807 96.771

Majority voting

with all ELM N\ 38 |26 | 1206 | 97.105 | 96.118 | 97.311 | 97.890 | 96.711
4096 models

‘28 51 18 1214 | 96.879 94.791 | 98.097 | 98.539 96.416

Q» 47 31 1200 | 96.471 95.199 | 96.781 | 97.482 95.984
Overlap4 87 | 210 116 6041 | 97.051 95.711 | 97.589 | 98.116 96.639

938 42 25 1206 | 96.970 95.714 | 97.404 | 97.969 96.552

948 32 25 1206 | 97.422 96.735 | 97.431 | 97.969 97.081

944 35 25 1207 | 97.286 96.425 | 97.420 | 97.971 96.920

614,
929 50 12 1220 | 97.196 94.893 | 98.725 | 99.026 96.771

928 51 31 1200 | 96.290 94.791 | 96.767 | 97.482 95.769
verlapped 4687 | 210 118 6039 | 97.033 95.711 | 97.549 | 98.083 96.619

In addition, the results obtained by combining the three  the performance in the case of combining the three
ELM models which have the highest accuracy with the  models which have the highest accuracy values with the
majority vote are also evaluated and presented in Table  majority vote is higher than the performance in the case
3. When Table 2 and Table 3 are compared, it is seen that ~ of combining all the models with the majority vote.



Table 3. The performance results of majority voting with best three ELM models

Number of Performance Results %
hidden F1
neurons Model Fold | TP FN FP TN Acc Sen Pre Spe Score
1 913 |67 |30 | 1201 | 95613 | 93163 | 96.819 | 97563 | 94.956
Majority voting |2 911 |69 |56 | 1175 | 94346 | 92.959 | 94200 | 95451 | 93.580
51 ‘I’Evli_t:\‘/lbr‘;s;dtglfe 3 918 |61 |38 | 1104 | 95522 | 93769 | 96.025 | 96.916 | 94.884
4 807 |82 |40 | 1102 | 04482 | 91624 | 95731 | 96.753 | 93.633
5 807 |82 |57 | 1174 | 93710 | 91.624 | 94025 | 953 92.809
Overlapped 4536 | 361 | 221 | 5936 | 94735 | 92628 | 95.362 | 96.410 972
1 922 |58 |23 | 1208 | 96.336 | 94.082 5 95.
Maority voting |2 924 |56 |47 | 1184 | 95341 | 94286 |,95.160N\] 96. 721
1024 ‘é’mbﬁg‘;‘z‘ge 3 924 |55 |36 | 1196 | 95.884 94.3& 076) 95.307
4 906 |73 |19 | 1213 | 95839 | 92.543 NOT. J458 | 95.168
5 98 |71 |39 | 1102 m 96.832 | 94.289
Overlapped asee |33 | 160 | 5003 | e 3.6& 96561 | 97.336 | 95.055
1 941 \&go ),97.614 98.132 | 96.811
Majority voting |2 942 2 | 95927 | 96.751 | 96.024
2048 ‘é’l'f&b;%(}gsee 3 936 95.608 | 97.500 | 98.052 | 96.545
4 918 93.769 | 98.077 | 98.530 | 95.875
5 920 93.973 | 96.234 | 97.076 | 95.090
Overlapped 4657 95.009 | 97.070 | 97.710 | 96.069
1 939 95.816 | 98.325 | 98.700 | 97.054
Majority voting |2 6@ 96.735 | 96.834 | 97.482 | 96.784
4096 ‘évl'fpﬂbésg;gfe 40 |25 | 1207 | 97.060 | 95914 | 97.407 | 97.971 | 96.655
26 |5 16 | 1216 | 96879 | 94586 | 98.301 | 98.701 | 96.408
92|51 |31 |1200 | 96290 | 94791 | 96767 | 97.482 | 95.769
680 | 217 | 119 | 6038 | 96.960 | 95568 | 97.527 | 98.067 | 96.534
941 |39 |25 | 1206 | 97105 | 96.020 | 97.412 | 97.969 | 96.711
944 |36 |27 |1204 |o97151 | 96327 | 97.219 | 97.807 | 96.771
945 |34 |25 |1207 | 97332 | 96527 | 97.423 | 97.971 | 96.973
934 |45 |8 1224 | 97.603 | 95403 | 99.151 | 99.351 | 97.241
929 |50 |29 | 1202 | 96425 | 94.893 | 96.973 | 97.644 | 95.922
Overlapped 4603 | 204 | 114 | 6043 | 97.123 | 95834 | 97.636 | 98.148 | 96.723

Individually and overlapped confusion matrices for each
fold in the case of combining the three best ELM models

with 6144 hidden neurons, where the most successful
accuracy value was obtained, are presented in Figure 9.
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Figure 9. Confusion matrices of majority voting wiﬁ’e

In addition, the performance of the model obtained as a
consequence of combining the best three ELM models
with the majority vote was also evaluated according to
the ROC curve metric and presented in Figure 10. ..
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ity vot g’with best three

eb applications. While traditional
methods are used in many studies, it is

used, especially in recent years. In studies using
traditional machine learning methods, it was observed
that the best performance was mostly obtained with the
Random Forest algorithm [8, 10, 19, 20, 21, 26]. When
the studies using deep learning methods were examined,
it was seen that the LSTM model came to the fore and
achieved high accuracy values [17, 27, 28, 29]. In the
study, the performance of the proposed method was
compared directly with only studies using the same

Method Acc Sen Spe
(%) (%) (%)
SVM, KNN, | RF: RF: RF:
DT, RF 96.53 97.88 94.86
Kosan et al | C4.5, ID3, | RF: - -
[20] PRISM, 97.3
RIPPER, NB,
KNN, RF
Ali and | ML models with | RF- RF- RF-
Malebary [21] | PSO based | PSO: PSO: PSO:
feature 96.83 95.37 98.00
weighting
Kaytan and | ELM ELM: - -
Hanbay [23] 95.93
Proposed Majority ELM: 95.83 98.15
Model voting of ELM | 97.12
models  with
different
activation
functions

As can be seen from Table 4, Togagar [19], Kosan et al.
[20] and Ali and Malebary[21] used various traditional
machine learning methods to detect phishing websites,
and when they evaluated the performances of these
models, all three of them achieved the best results with
RF machine learning. Another study using this dataset



belongs to Kaytan and Hanbay [23]. Kaytan and Hanbay
achieved 95.93% accuracy performance with the ELM
model they analysed using 10-fold cross-validation
technique. In this study, the ELM method was used
similarly to Kaytan and Hanbay. However, in this study,
the individual achievements of five ELM models using
different activation functions and then the success of
these models by combining them with the majority vote
were evaluated. In this study, the highest accuracy value
was obtained as 97.12% by combining the three ELM
models with the best individual accuracy with the
majority vote. It has been observed that this result is very
close to Kosan et al [20], which has the highest accuracy
value in Table 4, and also that combining ELM models
with different activation functions with majority vote
positively affects the classification performance.

6. CONCLUSION

In this paper, ELM models using different activation
functions are proposed for effective and efficient
phishing detection. Then, the most successful three of
these ELM models were combined with the majority vote
and the final result was reached. The 5-fold cross-
validation technique was wused to evaluate the
performance of the proposed model in the study. In
consequence of comprehensive evaluations, it has bedh
observed that the highest accuracy value of the prop
method is 97.123%. It is thought that the proposed EL
model in the study will contribute to the liter
terms of having a faster and effective pegforman
compared to classical artificial neural net
providing a high performance at a lower cost.

In future studies, it is planned to obser
of the proposed method by evalyati
different datasets.
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APPENDIX A

Performance Results %

Number of
Hidden
Neurons Model Fold | TP FN FP TN Acc Sen Pre Spe
1 901 | 79 34 1197 | 94.889 | 91.939 | 96.364 | 97.238
ELU. 2 907 | 73 58 1173 | 94.075 | 92,551 | 93.990 | 95.288
ELM 3 914 |65 | 45 1187 | 95.025 | 93.361 | 95.308 | 96.347
4 898 |81 |43 1189 | 94.392 | 91.726 | 95.430 | 96.510
5 891 | 88 56 1175 | 93.484 | 91.011 | 94.087 | 95.451
1 903 | 77 34 1197 | 94.980 | 92.143 | 96.371 | 97.238
Leaky 2 908 | 72 58 1173 | 94.120 | 92.653 | 93.996 | 95.288
ReLU- 3 910 |69 |45 1187 | 94.844 | 92.952 | 95.288 | 96.347
ELM 4 905 |74 | 40 1192 | 94.844 | 92.441 | 95.767 | 96.7
5 891 | 88 65 1166 | 93.077 | 91.011 | 93.201 @ 9420
1 908 | 72 34 1197 | 95.206 | 92.653 | 96.3 97.
ReLU- 2 905 | 75 62 1169 | 93.804 | 92.347 | 93.5 94.963
512 ELM 3 98 |71 |42 1190 | 94.889 | 92.748 95%3 591
4 894 | 85 36 1196 | 94527 | 91.318 | 96.1
5 897 | 82 67 1164 | 93.258 | 91.6 50 W94.
1 869 | 111 70
Sine - 2 885 | 95 92.689
ELM 3 871 | 108 ¢ 92.451
4 863 | 116 93.425
5 850 | 129 92.039
1 900 | 80 96.507
Tanh- 2 906 | 74 94.963
ELM 3 911 | 68 96.510
4 888 | 91 96.591
5 880 | 99 94.801
1 910 | 70 98.375
2 934 | 46 95.532
ELU- 3 918 | 61 96.997
ELM 4
4 9074 72 . . . 97.971
5 900 |W |48 1183 | 94.253 | 91.931 | 94.937 | 96.101
1 ﬁzg 1203 | 95.975 | 93.776 | 97.043 | 97.725
2N 9 6 55 1176 | 94.799 | 93.878 | 94.359 | 95532
30 49 32 1200 | 96.336 | 94.995 | 96.674 | 97.403
92 y 26 1206 | 95.341 | 92.135 | 97.198 | 97.890
5 904} 75 | 48 1183 | 94.434 | 92.339 | 94.958 | 96.101 )
1 63 29 1202 | 95.839 | 93.571 | 96.934 | 97.644 | 95.223
20 | 60 |49 1182 | 95.070 | 93.878 | 94.943 | 96.019 | 94.407
1024 3 915 |64 | 45 1187 | 95.070 | 93.463 | 95.313 | 96.347 | 94.379
900 | 79 29 1203 | 95.115 | 91.931 | 96.878 | 97.646 | 94.340
5 902 |77 | 45 1186 | 94.480 | 92.135 | 95.248 | 96.344 | 93.666
1 893 |87 | 45 1186 | 94.030 | 91.122 | 95.203 | 96.344 | 93.118
2 891 | 89 71 1160 | 92.763 | 90.918 | 92.620 | 94.232 | 91.761
3 906 | 73 69 1163 | 93.578 | 92.543 | 92.923 | 94.399 | 92.733
4 876 | 103 | 54 1178 | 92.899 | 89.479 | 94.194 | 95.617 | 91.776
5 891 | 88 74 1157 | 92.670 | 91.011 | 92.332 | 93.989 | 91.667
1 915 | 65 32 1199 | 95.613 | 93.367 | 96.621 | 97.400 | 94.966
Tanh- 2 921 | 59 56 1175 | 94.799 | 93.980 | 94.268 | 95.451 | 94.124
ELM 3 918 | 61 57 1175 | 94.663 | 93.769 | 94.154 | 95373 | 93.961
4 906 | 73 35 1197 | 95.115 | 92.543 | 96.281 | 97.159 | 94.375
5 901 | 78 56 1175 | 93.937 | 92.033 | 94.148 | 95.451 | 93.079
1 936 |44 |29 1202 | 96.698 | 95.510 | 96.995 | 97.644 | 96.247
ELU. 2 931 |49 |43 1188 | 95.839 | 95.000 | 95.585 | 96.507 | 95.292
2048 ELM 3 929 | 50 27 1205 | 96.517 | 94.893 | 97.176 | 97.808 | 96.021
4 911 | 68 26 1206 | 95.749 | 93.054 | 97.225 | 97.890 | 95.094
5 918 |61 | 40 1191 | 95.430 | 93.769 | 95.825 | 96.751 | 94.786




1 928 | 52 27 1204 | 96.427 | 94.694 | 97.173 | 97.807 | 95.917
Leaky 2 931 | 49 40 1191 | 95.975 | 95.000 | 95.881 | 96.751 | 95.438
ReLU- 3 932 | 47 36 1196 | 96.246 | 95.199 | 96.281 | 97.078 | 95.737
ELM 4 910 | 69 25 1207 | 95.749 | 92.952 | 97.326 | 97.971 | 95.089

5 910 | 69 43 1188 | 94.932 | 92.952 | 95.488 | 96.507 | 94.203
1 939 | 41 30 1201 | 96.789 | 95.816 | 96.904 | 97.563 | 96.357
2 937 | 43 45 1186 | 96.020 | 95.612 | 95.418 | 96.344 | 95515
Ei',;/l“' 3 923 | 56 28 1204 | 96.201 | 94.280 | 97.056 | 97.727 | 95.648
4 918 | 61 20 1212 | 96.336 | 93.769 | 97.868 | 98.377 | 95.775
5 913 | 66 41 1190 | 95.158 | 93.258 | 95.702 | 96.669 | 94.465
1 922 | 58 45 1186 | 95.341 | 94.082 | 95.346 | 96.344 | 94.710
Sine 2 912 | 68 68 1163
ELM 3 920 | 59 46 1186
4 903 | 76 40 1192
5 894 | 85 60 1171
1 924 | 56 30 1201
Tanh 2 923 | 57 46 1185
EaLTVI 3 928 | 51 |42 | 1190
4 921 | 58 25 1207
5 909 | 70 45 1186
1 936 | 44 16 1215
2 944 | 36 36 1195
EH\JA 3 931 | 48 27 1205
4 919 | 60 24 1208
5 917 | 62 39 1192
1 932 | 48 33 1198
Leaky 2 922 | 58 33 198 ] ] ]
ReLU- 3 932 | 47 46 5 095.199 | 95.297 | 96.266 | 95.248
ELM 4 922 |57 19 1213 63$94.178 | 97.981 | 98.458 | 96.042
5 921 | 58 88 | 95¥30 ‘| 94.076 | 95.539 | 96.507 | 94.802
1 929 | 51 25 96863 | 94.796 | 97.379 | 97.969 | 96.070
ReLU- 2 931 | 49 40 91 975 | 95.000 | 95.881 | 96.751 | 95.438
4096 ELM 3 925 | 54 9 1 95.794 | 94.484 | 95.954 | 96.834 | 95.214
4 9154 64 4 | 95.839 | 93.463 | 97.031 | 97.727 | 95.213
5 918 43 1188 | 95.294 | 93.769 | 95.525 | 96.507 | 94.639
1 %56 1175 | 94.256 | 92.755 | 94.197 | 95.451 | 93.470
Sine - 2 9 69 1162 | 93.578 | 92.551 | 92.930 | 94.395 | 92.740
ELM 65 1167 | 93.849 | 92.748 | 93.320 | 94.724 | 93.033
55 1177 | 93.487 | 90.909 | 94.180 | 95.536 | 92.516
67 1164 | 92.489 | 89.888 | 92.925 | 94.557 | 91.381
28 1203 | 96.246 | 94.388 | 97.062 | 97.725 | 95.706
ot 47 1184 | 95568 | 94.796 | 95.184 | 96.182 | 94.990
39 1193 | 95.703 | 94.280 | 95.946 | 96.834 | 95.106
31 1201 | 95.296 | 92.543 | 96.692 | 97.484 | 94.572
5 915 |64 | 48 1183 | 94.932 | 93.463 | 95.016 | 96.101 | 94.233
1 931 | 49 21 1210 | 96.834 | 95.000 | 97.794 | 98.294 | 96.377
2 944 | 36 27 1204 | 97.151 | 96.327 | 97.219 | 97.807 | 96.771
3 936 | 43 36 1196 | 96.427 | 95.608 | 96.296 | 97.078 | 95.951
LU- 4 929 | 50 19 1213 | 96.879 | 94.893 | 97.996 | 98.458 | 96.419
ELM 5 923 | 56 29 1202 | 96.154 | 94.280 | 96.954 | 97.644 | 95.598
1 935 | 45 40 1191 | 96.156 | 95.408 | 95.897 | 96.751 | 95.652
Leaky 2 927 | 53 32 1199 | 96.156 | 94.592 | 96.663 | 97.400 | 95.616
6144 ReLU- 3 934 | 45 32 1200 | 96.517 | 95.403 | 96.687 | 97.403 | 96.041
ELM 4 921 | 58 23 1209 | 96.336 | 94.076 | 97.564 | 98.133 | 95.788
5 913 | 66 47 1184 | 94.887 | 93.258 | 95.104 | 96.182 | 94.172
1 937 | 43 33 1198 | 96.563 | 95.612 | 96.598 | 97.319 | 96.103
ReLU- 2 927 | 53 32 1199 | 96.156 | 94.592 | 96.663 | 97.400 | 95.616
ELM 3 928 | 51 40 1192 | 95.884 | 94.791 | 95.868 | 96.753 | 95.326
4 920 | 59 26 1206 | 96.156 | 93.973 | 97.252 | 97.890 | 95.584
5 920 | 59 46 1185 | 95.249 | 93.973 | 95.238 | 96.263 | 94.602




1 895 | 85 46 1185 | 94.075 | 91.327 | 95.112 | 96.263 | 93.181
sin 2 891 | 89 55 1176 | 93.487 | 90.918 | 94.186 | 95.532 | 92.523
ELI(\E/I- 3 890 | 89 61 1171 | 93.216 | 90.909 | 93.586 | 95.049 | 92.228
4 897 | 82 58 1174 | 93.668 | 91.624 | 93.927 | 95.292 | 92.761
5 888 | 91 88 1143 | 91.900 | 90.705 | 90.984 | 92.851 | 90.844
1 919 |61 35 1196 | 95.658 | 93.776 | 96.331 | 97.157 | 95.036
Tanh- 2 931 |49 38 1193 | 96.065 | 95.000 | 96.078 | 96.913 | 95.536
ELM 3 925 | 54 30 1202 | 96.201 | 94.484 | 96.859 | 97.565 | 95.657
4 913 | 66 30 1202 | 95.658 | 93.258 | 96.819 | 97.565 | 95.005
5 921 | 58 41 1190 | 95.520 | 94.076 | 95.738 | 96.669 | 94.900
)
®
®
®




