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ABSTRACT Reflectarrays (RAs) exhibit important advantages over conventional antenna arrays, especially 

in terms of realizing pencil-beam patterns without the employment of the feeding networks. Unfortunately, 

microstrip RA implementations feature narrow bandwidths, and are severely affected by losses. 

A considerably improved performance can be achieved for RAs involving grounded dielectric layers, which 

are also easy to manufacture using 3D printing technology. Regardless of the implementation details, a 

practical bottleneck of RA design is the necessity of independent adjustment of a large number of unit cells, 

which has to be carried out using full-wave electromagnetic (EM) simulation models to ensure reliability. 

The associated computational costs are extraordinary. A practical workaround is the incorporation of 

surrogate modeling methods; however, a construction of accurate metamodel requires a large number of 

training data samples. This letter introduces an alternative RA design approach, where the unit cells are 

adjusted using an inverse surrogate model established with a small number of anchor points, pre-optimized 

for the reference reflection phases. To ensure solution uniqueness, the anchor point optimization involves 

regularization, here, based on the minimum-volume condition for the unit cell. The presented approach 

reduces the computational cost of RA design to a few dozens of EM analyses of the cell. Several 

demonstration examples are provided, along with an experimental validation of the selected RA realization. 

INDEX TERMS Antenna design; reflectarrays; surrogate modeling; inverse modeling; EM-driven design; 

regularization.  

I. INTRODUCTION 

Reflectarrays (RAs) have recently become recognized as 

attractive approaches to high-performance antenna 

implementation [1]-[3]. Their distinctive advantage is a 

possibility to realize pencil-beam patterns without the 

necessity to involve expensive feeding networks [4], which 

is achieved by assigning appropriate reflection phases to 

their constitutive elements (referred to as unit cells). Some 

of RA application areas include satellite communications, 

vehicular radars, and earth stations [5]-[7]. Reflectarrays can 

be developed using stacked rectangular metallic components 

[8], ring patches [9], or parallel dipoles [10]. More involved 

implementations enabling beam steering [11], inflatable RAs 

[12], or amplifying RAs [13], have been reported as well.  

The most popular RA realizations involve microstrip 

technology (MRAs), which are cheap and easy to manufacture. 

At the same time, MRAs are inherently narrowband, affected by 

the losses (both conductor and surface-wave-related), and 

exhibit significant mutual coupling between the unit cells. Most 

of these issues can be mitigated with the unit cells implemented 

as grounded dielectric layers [14]. The required reflection phase 

can be obtained by varying the cell thickness. At the same time, 

dielectric-layer-based RAs are straightforward to manufacture 

using the 3D printing technology.  

Despite their advantages, practical design of RAs is a 

time-consuming process due to the necessity of adjusting 

geometry and material parameters of a large number 

(typically a few hundreds) of unit cells to ensure their 

appropriate reflection phases. For the sake of reliability, this 

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2023.3254204

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



 

VOLUME XX, 2017 5 

has to be carried out using full-wave electromagnetic (FW-

EM) models, [15], [16] such as Method of Moment (MOM) 

[16], Finite-Difference-Time-Domain (FDTD) [17] and 

Finite-Element-Method (FEM) [18], used to perform 

accurate evaluation of the design. However, due to large 

amounts of memory needed and significant computation 

time, high computational expenses would be accrued in these 

approaches. Thus, these methods might not be practical to be 

used for large scale antenna design or optimization, most 

especially for designs such as RAs.  

Although there are challenging problems in design of RAs 

that include handling conflicting goals such as size and 

operating band, the most challenging part of RA design is the 

adjustment of geometrical parameters of the unit elements. 

RAs are realized using designs of complex geometrical shapes 

(unit elements) which can satisfy the requested performance 

criteria owing to their design nature with large number of 

degrees of freedom (DoFs). With the mentioned DoFs, RA 

unit elements can potentially provide a highly effective control 

over the reflection phase of the incoming EM waves to the unit 

elements [19-25]. Unfortunately, handling of RAs that 

incorporate such complex unit cells is usually extremely 

difficult and they force the designer to use rigorous numerical 

optimization, which are extremely computationally expensive 

tasks. In most cases, even if the designer uses a medium-level 

mesh density in the computational model, at the cost of losing 

accuracy, it is actually infeasible when conducted directly at 

the level of FW-EM model of the entire array where this 

process might take up to months or years to complete [19]. In 

order to have the optimal design variables of each unit 

element, designer must precisely know the behaviour and 

characteristics of both the unit cell (w.r.t parameters such as 

geometry/size material type etc.) and the illumination (e.g., the 

polarization, operation band, angle of arrival of the incident 

EM wave etc) [22], [23]. These can be analytically calculated 

only for RA designs with simple unit cells featuring a few 

DoFs [26], [27]. An alternative way is to use scattering 

matrices with respect to performance response’s lookup tables 

(LUTs) using FW-EM simulation tools [28], [29]. However, it 

should be emphasized that the generation of such LUTs is not 

a computationally efficient or feasible task in RAs with 

complex unit cell designs due to the large number of unit cell 

DoFs [19], [30]. 

To expedite the process, surrogate modelling methods are 

often employed [31]-[36]. Unfortunately, a construction of a 

sufficiently accurate and design-ready model normally requires 

a large number of training data samples, typically 2,000 and 

beyond [34], [35]. The costs associated with the acquisition of 

the respective EM data is therefore significant. A recently 

published approach involving a forward modelling approach 

based on multi-layer perceptron with automated adjustment of 

the network architecture allows to reduce the number of 

samples to 500 [37]. However, the method of [37] is a forward 

based approach, which requires optimization of the surrogate 

to adjust dimensions of each element. Also it is worth 

mentioning that the cell optimization is a constrained task, 

which has to handle several objectives. Herein, a novel inverse 

modelling approach is proposed, which is entirely different 

than the methodology described in [37]. The method is not 

only dramatically more efficient (by about an order of 

magnitude) than the forward surrogate modelling 

approaches, but also allows for a direct rendition of 

optimized cells that exhibit required reflection phases and 

correspond to minimum weight of the array. Consequently, 

the methodology introduced in this paper simplifies the RA 

design process while being computationally more efficient. 

In order to present the superiority of the proposed approach 

to the recent forward-modeling-based technique of [37], the 

same RA unit element example is used in both works. It 

should be explained that this work used two different 

meanings for the term ‘cost’: (1) the computational cost (time) 

of overall design optimization process of a large or medium-

size RA design. Here, for the sake of comparison, the results 

of two approaches are studied: (a) a traditional direct full-wave 

simulation-based method, (b) the proposed inverse surrogate-

model-based technique; (2) the second meaning of the ‘cost’ 

is the cost function that quantifies the requested reflection 

phase and the volume of the RA unit element as defined in Eq. 

1. The function is defined to achieve a RA design featuring the 

lowest possible volume and weight alongside of the highest 

possible focusing performance. Our methodology is based on 

inverse surrogate modelling, with the metamodel established 

using a small number of anchor points, obtained by optimizing 

the unit cell for specific target reflection phases within the 

range of interest. The uniqueness of solution is ensured 

through the incorporation of the regularization term, which 

enforces minimum physical size (volume) of the cell. The 

presented technique has been illustrated using several unit 

cells of different complexities. The average cost of RA design 

corresponds to only a few dozens of EM analyses of the unit 

cell, which is at least an order of magnitude lower than the 

typical cost of surrogate-assisted methods reported in the 

literature. Experimental validation of the selected RA 

realization has been discussed as well to supplement the 

numerical results. 

II.  REFLECTARRAYS: THE CONCEPT AND EM-DRIVEN 
DESIGN  

Figure 1 shows a conceptual illustration of a reflectarray 

(RA) alongside of the proposed approach flow chart diagram. 

The radiation pattern of the array can be controlled by adjusting 

the reflection phases of the unit cells, which are antenna 

elements with either open- or short-circuit termination [37]. The 

said phases are to compensate for the path length differences 

between the feed and individual elements, and to realize the 

pattern of a required properties (e.g., narrow beam with low 

sidelobe levels). Some of the attractive properties of the RA 

include light weight, low cost, low volume, easy manufacturing, 

and no need for a feeding network. Also, RAs enable realization 

of high gain and high efficiency (the latter due to the lack of 

feed-related losses).  

Practical design of RAs is a challenging endeavor due to the 

necessity of adjusting the properties of a large number of unit 

cells, typically, several hundreds. Regardless of the 

implementation technology (microstrip [8], grounded dielectric 
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[32]), each unit cell is described by several adjustable 

parameters, optimization of which is critical to obtain the 

required properties, here, the reflection phase. For simple cell 

architectures, it is possible to use analytical methods [38]-[40]. 

An alternative are lookup tables (LUTs) generated through 

extensive EM simulations [41]. Perhaps the most practical 

approach are surrogate-assisted methods [42], where a fast 

replacement model of the unit cell is constructed using sampled 

EM simulation data, and re-used to adjust the unit cell 

parameters for the entire RA. The mentioned methods are 

associated with significant computational expenses, typically 

measured in thousands of EM analyses of the unit cell [34], [35].  

III.  RAPID RA DESIGN USING INVERSE SURROGATES 

This letter proposes a novel approach to RA design involving 

inverse surrogate modeling of the unit cell. Below, we explain 

and elaborate on the concept and implementation of the 

presented method. Illustration examples are provided in Section 

IV, whereas Section V discusses experimental validation of the 

specific RA design obtained using our technique. 

 A.  UNIT CELL GEOMETRY AND DESIGN GOALS 

To illustrate the concepts discussed in this section, a 

dielectric-layer-based unit cell element, which was used as a 

design example for a forward surrogate modeling approach in 

[37] is taken as a case study. We will denote by x = [x1 … xn]T 

the adjustable parameters of the cell, and by f the frequency. The 

EM-simulated reflection phase of the cell fill be denoted as a 

function PEM(x,f). The physical size of the cell, specifically, its 

volume, will be denoted as V(x). For the example in Fig. 2, we 

have x = [r h a]T, and V(x) = [b2 + ab + a2]h/3, where b (the cell 

base size) is normally fixed. 

Design of RA requires identifying a parameter vector that 

ensures a target reflection phase P(x,f0) = Pt(f0), for Pt.min  Pt 

 Pt.max, so that, normally, Pt.max – Pt.min = 360 degrees, where f0 

is the RA operating frequency. The latter is to ensure a sufficient 

flexibility of the cell in terms of realizing the required range of 

phases. The process has to be repeated for a large number of Pt 

values, depending on the RA size. 

The most popular design approaches involve surrogate 

models of the unit cells, established over a domain X, defined 

by the lower and upper parameter bounds l = [l1 … ln]T, and u = 

[u1 … un]T, respectively, determined by technology limitations 

(e.g., realizable range of permittivity, etc.). The bounds are 

broad in order to ensure the attainability of the target reflection 

phases within the range from Pt.min to Pt.max. Needless to say, 

constructing the cell models over large spaces is expensive. As 

mentioned earlier, it requires many hundreds or even thousands 

of EM analyses of the cell to create a sufficiently extensive 

training data set. 

B.  DESIGN OPTIMALITY. REGULARIZATION 

This work offers an alternative approach to cell modeling, 

which is elaborated on in Section III.C. Its foundation is the 

concept of cell optimality, supported by regularization. We 

consider the following task 

 * 2

0 0arg min ( ) [ ( ) ( , )]t
X

V P f P f


  
x

x x x        (1) 

in which the primary objective is to ensure the minimum size 

of the cell while enforcing the required reflection phase. Note 

that the phase condition P(x,f0) = Pt(f0) is a secondary goal, 

controlled implicitly using the penalty function approach 

[43]. The penalty coefficient should be sufficiently large to 

ensure the said enforcement (here, we use  = 103). The 

advantage of formulation (1) is that it guarantees the 

uniqueness of solution as long as the overall number on 

conditions imposed on the cell parameters (both phase- and 

volume-related) is larger than the parameter space 

dimensionality, which is normally the case. At the same time, 

minimum-volume design is preferable to ensure low weight 

and low fabrication cost of the RA. Note that (1) implicitly 

realizes a regularization scheme, which is essentially the 

incorporation of additional conditions (here, size-related) to 

ensure design uniqueness. 

     The above formulation of the problem is in contrast to 

conventional methods, where the objective is to yield the 

target phase. With such an approach, uniqueness of the 

design is not guaranteed. Consequently, the surrogate model 

has to be constructed over the entire parameter space, which 

incurs excessive CPU costs. Some sort of uniqueness is often 

implied at the RA design stage by aggregating the phase- and 

size-related objectives [37], yet it is only a partial solution. 

C.  ANCHOR DESIGNS AND INVERSE SURROGATE 
MODEL 

Our goal is to construct an inverse surrogate model that 

directly yields unit cell parameter vectors corresponding to 

the required reflection phase values, without the necessity of 

further tuning of the cell.  

Consider a sequence of target phases Pt.k, k = 1, …, N, 

uniformly distributed within the range [Pt.min Pt.max], i.e., we 

have, Pt.k = Pt.min + k[Pt.max – Pt.min]/(N – 1). Let x(k) = [x1
(k) … 

xn
(k)]T be the optimum cell designs found by solving the 

problem (1) for Pt(f0) = Pt.k(f0), k = 1, …, N, referred to as the 

anchor vectors. The task (1) is solved directly at the EM 

simulation level using the trust-region (TR) gradient-based 

algorithm with numerical derivatives [44], and rank-one 

Broyden formula [45] employed to update the sensitivity 

matrix from the second iteration of the algorithm on. With 

this method, the optimization cost is low, typically less than 

ten EM analyses of the unit cell.  

Let I(P,Pt,y) : X  X be the function that interpolates the data 

set Pt = [Pt.1 … Pt.N], y = [y1 … yN] for any value of P within the 

range Pt.min to Pt.max (note that Pt.1 = Pt.min, and Pt.N = Pt.max). Here, 

we use cubic splines [46]. The inverse surrogate SI is defined as  
 

 1( ) ( , , ) ... ( , , )
T

I t t nS P I P I P P y P y                   (2) 

where 

(1) ( )...
T

N

k k kx x   y                               (3) 
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FIGURE 1. (a) Conceptual illustration of a Reflectarray, (b) flow chart 

diagram of the proposed approach. 
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FIGURE 2. Example RA unit cell: (a) parameterized side view, (b) 

perspective view. 

 

 

Recall that xk
(j) is the kth component of the anchor vector 

x(j). The inverse model SI directly returns the optimum (here, 

minimum-volume) unit cell design that produces the 

required reflection phase P. In practice, the number of anchor 

designs necessary to ensure sufficient accuracy of the model 

(e.g., better than 1) is a few, typically five to eight. Thus, 

the overall computational cost of constructing the surrogate 

(and, the RA design) is only a few dozens of EM simulations 

of the unit cell. 

IV.  ILLUSTRATION EXAMPLES 

This section discusses three examples of unit cells, their 

inverse modeling, and applications to design of reflectarrays. 

In this work, dielectric resonator type antenna has been 

considered, which has shown a great potential [47]-[53]. The 

reasons for selecting a dielectric resonator-based unit 

element as follows 

(i) The unit elements in this work are based on [14] where 

a grounded dielectric layer with variable thickness is 

used as a reflecting surface in order to mitigate the 

disadvantages of microstrip reflectarray designs such as 

narrow-band radiation and significant mutual couplings 

between microstrip  elements  printed  on  standard  

substrates. Furthermore, the conductor and surface wave 

loss  are  severe for microstrip implementations. 

(ii) The ease of manufacturing of these elements due to their 

compatibility with 3D printers. 

(iii) Owing to the unique capabilities of 3D printers, it is 

possible to manufacture unit elements in a way to 

precisely control their volume and height, in particular, 

to comply with specific dimensions developed to obtain 

the minimum array weigh. 

Here, it should be emphasized that the studied unit 

elements would present lower computational requirements 

than most of more involved elements reported in the 

literature. However even with this level of simplicity, the 

total computational budget required for large-scale design 

optimization of a RA directly using FW-EM tools is 

dramatically higher than the proposed inverse surrogate 

based approach. Here, it should also be emphasized that even 

in the case of a simple design element such as the one 

considered in the work, the proposed approach can make a 

significant difference in terms of the total computational 

efficiency of design optimization process, as indicated in 

Table 1. Needless to say, the computational benefits would 

be even more pronounced for more involved unit elements. 

 
 A.  EXAMPLE 1: SINGLE-LAYER UNIT CELL 

We consider the unit cell shown in Fig. 2. In this case, the 

frequency of interest is f0 = 10 GHz. The parameter b = 15 mm 

is fixed, and the design space for the parameters x = [r h a]T, 

is l = [1.3 2.0 2.0]T, and u = [2.7 20.0 15.0]T. Here, seven 

anchor designs were found by solving (1), corresponding to 

Pt.k = –90, –150, …, –450, at the total cost of fifty EM 

simulations of the cell. As it turns out, the minimum-volume 

designs are obtained for r = 2.7, and a = 2.0 mm in all cases. 
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The optimum values of parameter h are y2 = [3.09 5.20 7.08 

8.86 10.69 12.64 14.68] mm. Consequently, the inverse model 

takes the form of SI(P) = [2.7 I(P,Pt,y2) 2.0]T (cf. Fig. 3). The 

average value of the absolute error of the model, estimated 

using the independent set of 50 random test samples, is 0.1, 

which is more than sufficient for reliable RA design.  

Figure 4 shows the radiation pattern of the 20  20 RA 

operating at f0 = 10 GHz, designed using the inverse model. 

It should be emphasized that having the inverse model, the 

computational cost of RA design is negligible. 

B.  EXAMPLE 2: CENTER-HOLE UNIT CELL 

Consider the unit cell shown in Fig. 5(a)-(b). The 

frequency of interest is again f0 = 10 GHz. The parameter b 

= 15 mm is fixed, and the design space for the parameters x 

= [r h g1 g2]T, is l = [1.3 2.0 1.0 1.0]T, and u = [2.7 20.0 7.0 

7.0]T. The cell volume is V(x) = b2h – ((b – 2g1)2 + (b – 2g1)(b 

– 2g2) + (b – 2g2)2)h/3. 

The anchor designs corresponding to Pt.k = –90, …, –

450, were found by solving (1) at the total cost of 65 cell 

simulations. The minimum-volume designs are obtained for 

r = 2.7, g1 = g2 = 1.0 mm in all cases. The optimum values 

of parameter h are y2 = [2.46 4.44 6.30 8.27 10.55 13.03 

15.33] mm. The inverse model takes the form of SI(P) = [2.7 

I(P,Pt,y2) 1.0 1.0]T (cf. Fig. 5(c)). The average value of the 

absolute error of the model is only about 0.2. Figure 6 shows 

the radiation pattern of the 20  20 RA operating at f0 = 10 

GHz, designed using the inverse model.  

C.  EXAMPLE 3: PYRAMIDAL-SHAPE UNIT CELL WITH 
CENTER HOLE 

The final example is the unit cell shown in Fig. 7(a)-(b), 

also designed for f0 = 10 GHz. We have x = [r h a g c]T, is l 

= [1.3 1.0 3.0 0.5 0.1]T, and u = [2.7 20.0 15.0 1.0 0.9]T, b = 

15 mm is fixed. The cell volume is V(x) = (b2 + ab + a2)h/3 

– hc(a – 2g)2. The anchor designs corresponding to Pt.k = –

90, …, –450, were found by solving (1) at the total cost of 

78 cell simulations.  
 

 

FIGURE 3. Plot of the inverse surrogate model for the unit cell of Fig. 2. 

Note that the model is constant for r = 2.7, and a = 2.0 mm. 

  
(a) 

 
(b) 

FIGURE 4. 20  20 RA designed using the inverse surrogate model 

developed for the unit cell of Fig. 2: (a) 3D view of the RA, (b) EM-

simulated realized gain at f0 = 10 GHz. 
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(c) 

FIGURE 5. RA unit cell (Example 2): (a) parameterized side view, (b) 
perspective view. Note that the middle part of the cell is a hole 
parameterized by g1 and g2, and extending through the entire cell height; 

(c) inverse surrogate model; note that the model is constant for r = 2.7, 

and g1 = g2 = 1.0 mm. 
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(a) 

 
(b) 

FIGURE 6. 20  20 RA designed using the inverse surrogate model 

developed for the unit cell of Fig. 5: (a) 3D view of the RA, (b) EM-
simulated realized gain at f0 = 10 GHz. 
 
 

The minimum-volume designs are obtained for r = 2.7, a = 

3.0, g = 0.5, and c = 0.9 mm in all cases. The optimum values 

of parameter h are y2 = [1.24 3.09 4.74 6.42 8.21 10.21 12.31] 

mm. The inverse model takes the form of SI(P) = [2.7 I(P,Pt,y2) 

3.0 0.5 0.9]T (cf. Fig. 7(c)). The average value of the absolute 

error of the model lower than 0.2. Figure 8 shows the radiation 

pattern of the 20  20 RA operating at f0 = 10 GHz, designed 

using the inverse model.  

V.  EXPERIMENTAL VALIDATION  

For further validation of the proposed design approach, 

one of the RA designs obtained in Section IV (Example 3) 

has been fabricated using a 3D printer and measured, cf. 

Fig. 9. The RA has been manufactured using RoboxDual by 

CEL – a dual material 3D printer [47] using Polylactic acid 

(PLA) 1.75mm 3D printing filament [48]. A 9 kHz-to-13.5 

GHz Vector Network Analyzer, and LB-8180-NF broadband 

0.8-to-18 GHz horn antenna, available at Yildiz Technical 

University have been used for the measurement. Figure 10 

shows the simulated and measured radiation patterns, and 

cross-pol, co-pol characteristics of the RA prototype at 10 

GHz. It can be observed that the experimental data (gain of 

20.6 dBi) is well aligned with the simulations (21.7 dBi). The 

measured Side lobe level and aperture efficiency is obtained 

as -10.1 dB and 12% at 10 GHz.  The performance of design 

can further improved by increasing the size array (increasing 

the total number of elements and size enlargement) and 

adjustment of the distance of the feed. Yet, it should be 

emphasized that the main goal of the work was to introduce 

a novel inverse surrogate modeling technique capable of 

providing low-cost models suitable for rapid EM-driven 

design optimization of reflectarray designs, rather than to 

proposing a novel reflectarray antenna design with high-

performance characteristics. 

Table 1 provides a computational performance 

comparison of the proposed approach and the FW-EM 

based-model. The simulations have been done using the 

following simulation setup: AMD Ryzen 7 3700X 8-Core 

Processor 3.59 GHz, with 32.0 GB of installed RAM, and 

NVidia 2080 GPU 8 GB. The descriptions of a single unit 

element model, and a complete array design model are given 

along with the total time required to obtain optimized array 

designs using both the FW-EM model and the proposed 

approach.  

 

 
TABLE 1. Performance comparison of the proposed approach and FW-

EM-model-based design in terms of the computational cost of individual 
simulations and total design process 

 

Model Model specifications Simulation time 

Single unit 

element in FW-

EM simulator 

Cells per wavelength & max model 

box edge= 20 

Fraction of maximum cell near to 

model=25 

Mesh size = 26,620 

15 [Seconds] 

Single run of 

inverse surrogate 

model 

The surrogate model is generated 

using 78 cells using FW-EM model. 
0.1 [Seconds] 

Single run of 

FW-EM tool for 

the array in 

Section V with 

medium 

complexity mesh 

configuration 

Cells per wavelength & max model 

box edge= 10 

Fraction of maximum cell near to 

model=15 

Mesh size = 3,437,100 

8 [Minutes] 

[Calculated 

gain 22.3 

dBi] 

Single run of 

FW-EM tool for 

the array in 

Section V with 

high complexity 

mesh 

configuration 

Cells per wavelength & max model 

box edge= 15 

Fraction of maximum cell near to 

model=20 

Mesh size = 8,892,720 

15 [Minutes] 

[Calculated 

gain 21.7 

dBi] 

FW-EM based 

optimization of 

RA 

Built-in Particle Swarm Optimization 

with swarm size of 45 and maximum 

iteration of 20, using uniform random 

distribution using medium complexity 

mesh configuration 

120 [Hours] 

(8901) 

[Obtained 

maximum gain 

20.1 dBi] 

Total design cost 

of the proposed 

approach 

The optimally designed antenna is 

obtained via 400 (20  20) runs of 

inverse model and a single run of 

FW-EM tool for an array with high 

complexity mesh configuration 

35.2 

[minutes] 

(7815 

+4000.1 + 

1560) 

[Obtained 

maximum gain 

21.7 dBi] 
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FIGURE 7. RA unit cell (Example 3): (a) parameterized side view, (b) 

perspective view. Note that the middle part of the cell is a hole 
parameterized by g and c, and extending into the cell height (depth of 

ch); (c) inverse surrogate model; note that the model is constant for r = 
2.7, a = 3.0 mm, g = 0.5 mm, and c = 0.9. 

 

The total cost of the proposed approach corresponds to 78 

unit cell simulations necessary to obtain the anchor points for 

generating the surrogate model using the FW-EM simulation 

model (15 seconds), 400 evaluations of unit elements in the 

2020 array, and a single simulation of the entire array using 

high mesh configuration (for verification purposes). As it can 

be observed, the proposed method offers dramatic 

acceleration with respect to the FW-EM-based design 

approach. More specifically, it is almost 200 times faster 

(120 hours vs. 35.2 minutes). It should also be reiterated that 

from the method presentation perspective, the specific array 

designs considered here are merely illustration examples. 

VI.  CONCLUSION 

This letter introduced a novel approach to EM-driven 

design of 3D-printed reflectarrays. It is based on inverse 

surrogate models constructed using pre-optimized anchor 

designs. The surrogate allows for a direct rendition of RA 

unit cell geometries featuring required reflection phases. 

Consequently, the cost of the entire design process 

corresponds to a few dozens of EM simulations of the unit 

elements (necessary for anchor design identification). This is 

at least an order of magnitude less than state-of-the-art 

surrogate-assisted methods.  

Furthermore, a regularization-based formulation of the 

design task allows for ensuring uniqueness of solutions, as 

well as generation of minimum-volume geometries, which 

are desirable from the point of view of maintaining low 

weight and low fabrication cost of the RA. At the same time, 

regularization effectively reduces the design problem 

complexity by enforcing most of geometry parameters to be 

allocated the their lower or upper bounds. The design utility 

of our technique has been demonstrated both numerically 

and experimentally. 

 
 

 
(a) 

  
(b) 

FIGURE 8. 20  20 RA designed using the inverse surrogate model 

developed for the unit cell of Fig. 8: (a) 3D view of the RA, (b) EM-

simulated realized gain at f0 = 10 GHz. 

 

  

FIGURE 9. 20  20 RA designed using the inverse surrogate model 
developed for the unit cell of Fig. 8: a photograph of the 3D printed array 
prototype. 
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(a) 

 
(b) 

FIGURE 10. 20  20 RA designed using the inverse surrogate model 
developed for the unit cell of Fig. 9: (a) (b) EM-simulated and measured 
realized gain, (b) Measured Co-polar and Cross-polar radiation pattern, at 
f0 = 10 GHz. 

 

 

However, it should be emphasized that despite the 

mentioned advantages, similar to many methods reported in 

the literature, the proposed method also has its drawbacks. 

Since the proposed method is based on unit element 

characterization of reflectarrays elements, it is not possible 

to include effects such as mutual coupling in this approach. 

In other words, the discussed approach offers a trade-off 

between computational efficiency and reliability. 
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