
Received February 16, 2021, accepted February 28, 2021, date of publication March 2, 2021, date of current version March 12, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3063523

Accurate Modeling of Frequency Selective
Surfaces Using Fully-Connected Regression Model
With Automated Architecture Determination
and Parameter Selection Based on
Bayesian Optimization
NURULLAH CALIK1, MEHMET ALI BELEN2, PEYMAN MAHOUTI 3,
AND SLAWOMIR KOZIEL 4,5, (Senior Member, IEEE)
1Department of Biomedical Engineering, Istanbul Medeniyet University, 34500 Istanbul, Turkey
2Department of Electrical and Electronic Engineering, İskenderun Technical University, 31200 Hatay, Turkey
3Department of Electronic and Communication, Vocational School of Technical Sciences, Istanbul University - Cerrahpasa, 34500 Istanbul, Turkey
4Engineering Optimization and Modeling Center, Department of Technology, Reykjavik University, 101 Reykjavik, Iceland
5Faculty of Electronics, Telecommunications and Informatics, Gdansk University of Technology, 80-233 Gdansk, Poland

Corresponding author: Slawomir Koziel (koziel@ru.is)

This work was supported in part by the Icelandic Centre for Research (RANNIS) under Grant 217771051, and in part by the National
Science Centre of Poland Grant 2020/37/B/ST7/01448.

ABSTRACT Surrogate modeling has become an important tool in the design of high-frequency structures.
Although full-wave electromagnetic (EM) simulation tools provide an accurate account for the circuit char-
acteristics and performance, they entail considerable computational expenditures. Replacing EM analysis by
fast surrogates provides a way to accelerate the design procedures. Unfortunately, modeling of microwave
passives is a challenging task due to their highly-nonlinear outputs. Frequency selective surfaces (FSSs)
constitute a representative example with their multi-resonant reflection and transmission responses that need
to be represented over broad frequency ranges. Deep neural networks (DNNs) seem to be the promising
techniques for handling such cases. However, a serious practical issue associated with their employment
is an appropriate selection of the model parameters, including its architecture. A common practice is
experience-driven setup, heavily based on trial and error, which does not guarantee the optimum model
determination and may lead to multiple problems such as poor generalization or high variance of the model
predictive power with respect to the training data set selection. This paper proposes a novel modeling
framework, referred to as a fully-connected regression model (FCRM), where the crucial role is played
by Bayesian Optimization (BO), incorporated to determine the DNN-based model setup, including both its
architecture and the hyperparameter values, in a fully automated manner. For validation, FCRM is applied
to construct the model of a Minkowski Fractal-Based FSS. The efficacy of the methodology is demonstrated
through comparisons with several benchmark techniques, including the DNN surrogates established using
the traditional methods as well as conventional regression models. The numerical results indicate that FCRM
exhibits considerably improved prediction power and reduced sensitivity to the training sample assignment.

INDEX TERMS Surrogate modeling, microwave modeling, deep regression model, Bayesian optimization,
metamaterials, frequency selective surfaces.

I. INTRODUCTION
Increasing performance demands imposed on contempo-
rary communication systems, pertinent to various application
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areas (internet of things (IoT) [1], [2], wearable devices [3],
or telemedicine appliances [4]), create strong demands for
high quality microwave circuitry. Modern high-frequency
components and systems are often expected to provide
multi-band operation [5], [6], polarization/pattern diver-
sity [7], [8], or to cover large portions of the frequency
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spectrum (e.g., [9]). Practical implementation of these fea-
tures is only possible with the structures of high-level of com-
plexity, for which full-wave electromagnetic (EM) analysis
has become a mandatory design tool [10], [11], [12], [13].
EM simulation is versatile and offers high evaluation reli-
ability. Yet, when used within the design procedures that
require massive analyses, such as optimization [14], [15],
or tolerance-aware design [16]–[18], the incurred com-
putational expenses become an important consideration.
Many recent studies focused on improving the efficiency
of EM-based design procedures, leading to incorporation of
adjoints sensitivities into gradient-based optimization algo-
rithms [19], accelerating local procedures via sparse sen-
sitivity updates [20], [21], the employment of machine
learning [22], and surrogate-assisted procedures with both
data-driven [23], [24], and physics-based surrogates [25].

Metamaterials are representative examples of passive
structures, where the use of EM simulation models for
design purposes is imperative. Metamaterials are created
using series of unit cell elements placed in a specific pat-
tern with respect to the wavelength pertinent to a given
application. Appropriate adjustment of the unit cell mate-
rial and geometry allows for realizing properties that cannot
be found in nature (e.g., negative refraction index) [26].
Metamaterials may exhibit extraordinary capabilities in terms
of electromagnetic wave manipulation (absorbing, bending,
or enhancing), which enables designs with performance mea-
sures beyond those using conventional materials [27]–[35].
However, widespread use of metamaterials is hindered by
their bulky configurations and complex fabrication processes.
A possible workaround is offered by metasurfaces [36].
Similarly to metamaterials, metasufaces are two-dimensional
designs consisting of unit cell elements [37]. Metasurfaces
have the ability to extend the π phase span of a purely
electric resonant plane, and to achieve a phase modulation of
almost 2π , which permits the control of the wavefront and to
excite both the electric and magnetic surface currents (e.g.,
to allow unidirectional scattering). In particular, the meta-
surfaces enable realization of transmission characteristics of
maximum efficiency (i.e., with no reflection loss) [38], [39].
One of the commonly used metasurface structures are Fre-
quency Selective Surfaces (FSSs) that merely exhibit an elec-
tric response [40], [41].

FSSs have been widely used in the design of shielding
structures, absorbers, antenna radomes, reflectors [42]–[47],
pre-filtering stages of filtenna designs [48], [49], or for per-
formance enhancement of microwave antennas [50], [51].
As mentioned before, the FSS properties depend on the geo-
metrical design parameters of the unit cell and the spatial
arrangement of the cells. The relations between the design
variables and the FSS performance measures are often highly
nonlinear. Furthermore, the demands for low cost, limited
size and broadband operation make the design process of
FSS a complex endeavor, which, from numerical perspective
becomes a multi-dimensional and multi-objective optimiza-
tion task. The challenges are aggravated by the high cost of

EM simulation, otherwise necessary to ensure FSS evaluation
reliability. Using coarse (e.g., equivalent network) models
compromises the accuracy, whereas attempting EM-driven
design at the high-fidelity level of description may turn infea-
sible in computational terms.

A possible solution is the employment of fast surro-
gate models [52]–[54]. Surrogate modeling techniques have
been widely used in high-frequency electronics, to pro-
vide low-cost representations of the various electrical and
field responses such as scattering parameters [55]–[59],
reflection phase of reflect-array antennas [60]–[62], char-
acteristic impedance [63], or estimation of a microstrip
patch antenna resonant frequency [64], [65]. Popular meth-
ods include polynomial regression [53], kriging [66], [67],
support vector regression (SVR) [68], Gaussian process
regression (GPR) [69] [70], but also artificial intelli-
gence algorithms such as Artificial Neural Networks
(ANNs) [71], [72], Machine Learning [73], [74], and Sym-
bolic Regression [34], [35]. Among these, the Deep Learn-
ing (DL) algorithms have been recently gaining considerable
attention [75]. DL has been widely used for solving estima-
tion problems [76]–[84]. Due to their flexibility and universal
approximation capability, ANN models in general, and DL
surrogates in particular, seem to be adequate choices for rep-
resenting the FSS electrical characteristics, which is the main
point of interest of this work. Unfortunately, appropriate setup
of the DL surrogate (selection of the architecture, hyper-
parameter adjustment) is not a trivial task [85]. The particular
setups, often obtained by trial and error [86]–[89], are usually
only appropriate for specific types ofmicrowave components.
The construction of models for structures such as FSS is
particularly challenging: the training data sets are highly non-
homogenous, exhibit complex and nonlinear inner relation-
ships, and rendering reliable models requires utilization of
spatially local correlations between the geometry parameters
and the system outputs.

This paper proposes a Deep Learning (DL)-based surro-
gate for accurate modeling of frequency selective surfaces,
referred to as a fully-connected regression model (FCRM).
One of its critical components is Bayesian Optimization
(BO) [90], [91], incorporated to determine the DNN-based
model setup, including its architecture (the number of lay-
ers, neurons, and batch normalization usage) and activation
selection, in an automated manner. The network optimization
is carried out to eliminate the need for engaging the expert
knowledge in the process of model establishment, and to ren-
der a nearly-optimum surrogate for any particular microwave
component. Ourmethodology is validated using aMinkowski
Fractal-Based FSS and benchmarked against DNN surro-
gates obtained using the traditional methods but also kernel-
based surrogates (e.g., kriging, GPR). The numerical results
demonstrate that the FCRM framework exhibits considerably
improved prediction power over the benchmark, and reduced
sensitivity to the training sample assignment. The proposed
approach can be considered a step towards making DL surro-
gates accessible to microwave engineers but also a technique
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that constitutes a viable alternative to the standard surrogate
modeling methods, in terms of being capable to adequately
represent complex characteristics of structures such as FSSs.

II. MODELING METHODOLOGY
This section introduces the DL-based modelling framework
considered in the paper. We start by recalling some back-
ground information about deep learning and surrogate mod-
elling using deep neural networks (DNNs). The proposed
fully-connected regression model (FCRM) is discussed in
Section II. B, whereas the details concerning architecture and
hyper-parameter selection via Bayesian Optimization (BO)
are provided in Section II. C . The operational flow of the
modelling procedure is summarized in Section II. D. The
numerical verification of the framework can be found in
Section III.

A. SURROGATE MODELING USING DEEP NEURAL
NETWORKS.DEEP LEARNING AND ITS CHALLENGES
Surrogate modelling plays an important role in accelerat-
ing the simulation-driven design procedures of microwave
components and devices [53]. Ultimately, this allows for
rendering high quality designs in short periods of time,
as compared to traditional methods. For the last decades,
various techniques have been employed for modelling
of microwave stages, including artificial neural networks
(ANN) [71], [72], support vectormachines (SVM) [68], Krig-
ing [66], [67], or polynomial-based regression models [53].
Neural networks belong to commonly used methods. How-
ever, in the majority of applications in the field of microwave
design, the basic versions of ANN surrogates are utilized, typ-
ically based on shallow neural networks, i.e., the models with
nomore than two hidden layers [54]. On the other hand, many
of real-world microwave designs exhibit highly nonlinear
dependence between the inputs (e.g., geometry parameters)
and the outputs (typically, electrical characteristics) [7], [92].
Adequate representation of such dependencies by shallow
ANNs is often hindered. This difficulty can be alleviated by
the use of deep neural networks (DNN) [54], [75].

A distinguishing feature of DNNs is the increased num-
ber of hidden layers compared with traditional or shallow
neural networks (SNN). This is, in a way, similar to the
case linear perceptron: the property of a multi class clas-
sifier was ensured by increasing the complexity of model
and the development of multi-layer perceptron, MLP [93].
Based on this approach, in order to overcome the limited
flexibility of SNN, DNNs with considerably larger number
of hidden layers and neurons have been proposed [54], [75].
The conceptual difference between SNN and DNN has been
illustrated in Fig. 1.

The training process of DNN is referred to as Deep Learn-
ing (DL). Contrary to the training of SNN, DL is considerably
more involved. The selection of hyperparameters (the num-
ber of layers, the number of hidden neurons, the activation
functions, etc.) directly affects the overall performance of
model in a significant manner. Unfortunately, no universal

FIGURE 1. Architectural differences between SNN and DNN.

procedures for hyperparameter determination of DNN are
available. Instead, the designers tend to use traditional meth-
ods such as greedy layer-by-layer [94], [95] or simply trial-
and-error approaches.

Needless to say, practically useful DL procedures should
ensure optimum training-validation performance, be accom-
plishable at a reasonable time, and avoid overfitting.
To address these issues, this paper proposes a novel and
fully automated training procedure for DNN-based surrogate
models. It is formulated and explained in the remaining parts
of this section, and, subsequently, applied to modelling of
frequency selective surfaces in Section III.

B. PROPOSED TECHNIQUE: FULLY-CONNECTED
REGRESSION MODEL(FCRM)
As explained before, efficient DL procedures are crucial for
a successful employment of DNN surrogates. This work pro-
poses a Fully-Connected Regression Model (FCRM), which
integrates an enhanced DNN model architecture determina-
tion through Bayesian Optimization (BO) [96].

The block diagram of the FCRM architecture has been
shown in Fig. 2. The model contains three types of func-
tional units. The unit hierarchy, from the top to bottom is the
following:

• Blocks. Blocks (BC) are the highest-level units encap-
sulating the detailed structure of the FCRM surrogate.
The blocks may consist of different number of neurons,
which make them act as inter-space transformers. Vary-
ing the number of neurons permits flexible data process-
ing through the implementation of nonlinear mappings
between the spaces of different dimensionalities. The
number of blocks m is decided by the user, which is the
only parameter not adjusted automatically within FCRM
(cf. Section II. C).

• Sub-blocks. The sub-blocks (SB) determine the inter-
nal structure of the blocks. The number of sub-blocks
in each block will be automatically determined during
model identification. The sub-block layers may contain
the same or different number of neurons, which affects
the way of processing the data therein.
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FIGURE 2. The generic architecture of the proposed Fully-Connected
Regression Model (FCRM). The model contains m blocks, with m = 3
shown in the diagram for the sake of example. The specific architecture
of the model is obtained through Bayesian Optimization (BO) (Section II.
C), which yields the number θ of sub-blocks and the number φ of neurons
for each block individually, except φ0 and φL, which refer to the input and
target sizes, respectively. In addition, BO also decides whether to use
batch normalization (BN) (ηBε0,1), and which activation function (ReLU,
Leak ReLU, or Tanh) will be employed (ηAε0,1,2respectively). In general,
the number of sub-blocks and neurons within each block may be
different. The number of neurons identified for any given block is the
same in all sub-blocks therein. Using this information, the FCRM model is
generated over the parameter space S = 2 ∈ Z(mx1),8 ∈Z(mx1), ηA, ηB.
The Mean Absolute Error (MAE) is employed as the loss function during
the model training. The data flow during the training process (gradient
values ϕm) is marked using the dashed vectors. The right-hand-side panel
of the picture illustrates the internal structure of the block.

• Layers. The layers are the internal building blocks of
neural networks, here, the constituting elements of the
sub-blocks. Each layer has an internal structure, which
consists of the three components, referred to as batch
normalization (BN), fully-connected layer (FC), and an
activation unit. In FCRM, the activation unit is selected
to be ReLU, Leak ReLU, or Tanh (Characterization of
the various activation functions is provided below).

In a convolutional neural network (CNN)models, the input
data ismapped into different spaces of the network in the form
of a N ×1 feature vector, which is transmitted to the FC layer
for processing (classification, regression, ect.). FC layers act

as MLP, where each neuron receives data from all neurons
of the preceding layer [97]. This process corresponds to an
affine transformation implemented by multiplying the data
received from the previous layer by a matrix and adding
biases. Nevertheless, a linear transformation is insufficient for
representing nonlinear data distributions. In particular, appro-
priate nonlinear activation functions are needed to enable
modelling of more generic input-output relationships. Sig-
moid and tanh functions are the most preferred activation
functions in conventional ANN structures. However, due to
saturation, the gradients become close to zero on the asymp-
totic regions of sigmoid and tanh function. This problem,
referred to as vanishing gradient, poses a practical challenge
for DNN training.

To overcome the aforementioned issues, the Rectified
Linear Unit (ReLU) activation functions have been pro-
posed [98], [99]. ReLU has a non-vanishing gradient in
the entire positive region. This way, the activation function
remains operable for any positive values of the input argu-
ment. On the other hand, the vanishing gradient problemmay
occur in the negative region. To prevent this, a leaky ReLU,
defined as

ReLUα(x) =

{
x x ≥ 0
αx otherwise

(1)

was proposed in [95]. Unlike standard ReLU, a leaky version
permits negative values to be passed by means of the factor α,
with 0 < α < 1.

Another advantage of ReLU-type activation functions are
that they do not contain exponential expressions, so that the
cost of forward and backward computations is low. Notwith-
standing, although ReLU alleviates the vanishing gradient
problem, the mere combination of FC and ReLU is insuffi-
cient for training large DNNs.

Training of DNNs is typically carried out using the
gradient-based descent algorithms, which spread the lastest
error to all trainable parameters of the model. In the mean-
time, the weights within the internal layers are adjusted
based on the input data received. However, because the input
data is generated by the preceding layers, it is altered upon
completing a training phase. Consequently, the layers need
to be re-trained by taking into account these changes. This
problem is referred to as the internal covariate shift, and it
has a detrimental effect on the stability of the DNN training
process. The issue can be alleviated by Batch Normalization
(BN) introduced [100]. BN is generally used in between the
Convolution/FC and the Activation layers. It starts with a
normalization of the layer means and variances. The usage
of the entire dataset for this process is usually is impractical.
Instead, the data is divided into smaller sets referred to as
mini-batches, with normalization restrained to mini-batch
members in the training process.

Based on the statistics of the mini-batch, a tensor data
XεR(NxMxCxB) is first made zero-mean, then divided into
channel dimension variances. Herein, N , M , C , and B are
height, width, channel, and mini-batch size, respectively

VOLUME 9, 2021 38399



N. Calik et al.: Accurate Modeling of FSSs Using FCRM

where they represent the dimension parameters of 3D input
data. This way, the mini-batch distribution is reshaped to
have a unit variance along each axis. This process is called
whitening [100]. Upon whitening, the data stack is affinely
transformed using the multiplication factor γ and the shift β
(both learnable). Both γ and β are adjusted in the training
process so that the gradient of the activation function does
not vanish after applying BN. During the training, BN is
applied to each internal mini-batch. BN also improves the
training process by reducing the network sensitivity to weight
initialization.

The FCRM model constructed as described above is fully
adjustable. In particular, the number of layers, layer neurons,
activation type, and the usage of BN can be determined using
Bayesian Optimization by taking into account the available
training data, which will be explained in Section II. C . One
of the important benefits of FCRM is that its architecture can
be adaptively altered given specific input data and the model
can evolve in an automated manner without involving user
expertise and repetitive trial-and-error-based modifications.

C. FCRM SETUP VIA BAYESIAN OPTIMIZATION
Appropriate selection of internal parameters (also referred
to as hyper-parameters) is critical for the models designed
for any classification or regression tasks. In the case of
ANN-based models, hyperparameters not only include the
continuous variables (such as weights) but architectural
parameters such as the number of layers and the number
of neurons, both essentially contributing to the model per-
formance. Although parameter identification can be car-
ried out using population-based metaheuristic algorithms
(e.g., Genetic Algorithm), this entails considerable computa-
tional expenses. In this work, the model training is executed
by means of Bayesian Optimization (BO). BO utilizes prob-
abilistic modelling techniques to enable global optimisation
of complex and expensive functions [101].

BO is a population-based iterative algorithm using a sur-
rogate model and an acquisition function as its key compo-
nents [102], [103]. The surrogate model constructed from the
initially acquired points is used to create a prior distribution
of the probabilistic model. Various models can be used to
represent the prior distribution [91], however Gaussian pro-
cess (GP) priors for Bayesian optimization date back at least
to the late 1970s [104], [105]. [106] explicitly set the frame-
work for the Gaussian Process and showed that GP is well
suited for the task. Thus, Bayesian optimisation uses GP as a
surrogate model to generate a prior for the objective function.
GP defines a function surface for the objective function based
on the kernel functions it uses, and the minimum point on
this surface is determined by the acquisition function. The
subsequent GP model is evaluated again by incorporating the
newly found data.

The acquisition function determines the new (infill) points
by balancing the trade-off between exploration and exploita-
tion [103]. During exploration, BO attempts to generate sam-
ples from the regions of the search space that were explored

before. In the exploitation stage, the samples are generated
based on the posterior distribution within the regions near the
already explored parts of the space, which are more likely
to contain the global optimum [103], [107]. BO is more
efficient in computational terms than many derivative-free
algorithms such as pattern search or random search meth-
ods [103]. A practical disadvantage is that BO is not suitable
for parallelization. Yet, it, in many cases, the satisfactory
results can be rendered in few iterations [108].

The basic steps of BO are the following. For a given
objective function f : X → R, BO attempts to determine the
global minimum x∗ ∈ argminx∈X f (x). BO requires an initial
knowledge of a prior distribution p(f ) over the objective
function f and an acquisition function ap(f ): X → R. The
prior distribution yields information about the input space
X locations expected to contain improved objective function
values, whereas the acquisition function allows us to guide the
search for the optimum. Typically, the acquisition functions
are defined such that high acquisition corresponds to poten-
tially high values of the objective function, either because the
prediction is high, the uncertainty is great, or both.

These components are used in an iterative process (see
also Table 2): (i) find most suitable xi ∈ argmax ap(f )(x) via
optimization; (ii) evaluate yi = f (xi), and add the resulting
pair (xi, yi) to the observation set Di = {xi, f (xi)}i=1,...,n ;
(iii) update the posterior distribution p(f |Di) and ap(f |Di).
As mentioned before, Gaussian process (GP) is a statistical

model of choice for Bayesian Optimization [109]. GP focuses
on the values f (xj) of the function f on a observable set
{xj}j=1,...,n . It is assumed that the vector [f (x1) . . . f (xn)]
is drawn from a prior probability distribution assumed to
be multivariate normal with a particular mean and covari-
ance matrix K obtained by evaluating the assumed covari-
ance function (kernel) k(x, x ′). Given the observation set
Di = {xi, f (xi)}i=1,...,n, a prior distribution p(f ) is combined
with the likelihood function P(Di|f ), the posterior distribu-
tion p(f |Di) follows another GP with mean and covariance
functions [110]. The covariance function determines how
observations influence the prediction. In this work, a Matérn
5/2 function [111], [112] has been used as kernel function

k5/2
(x, x ′) = ζ (1+

√
5 dλ(x, x ′)+ 5/

3d
2
λ (x, x

′))e−
√
5dλ(x,x ′)

(2)

where dλ(x, x ′) = (x, x ′)diag(λ)(x, x ′) is the Mahalanobis
distance. Here, ζ and λ are the free parameters of GP surro-
gate model. The algorithm in Table 1 also includes the noise
parameter. This is because the pairs of samples in the data
set can be noisy. Consequently, the surrogate model surfaces
produced by GP do not fit the input and output data pairs {x,f
(x)}. This effect is added to the update phase as the noise.

The acquisition function is a key component of BO,
which is used to control the balance between the parameter
space exploration and exploitation. Some of the commonly
used functions include Expected Improvement (EI) [113],
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TABLE 1. Operation of the BN algorithm #.

Upper Confidence Bound (UCB) [114], Entropy Search
(ES) [115], and Predictive Entropy Search (PES) [116].

In this work, EI is taken as acquisition function. Its analyt-
ical form is

αEI (x|Dn) = Ep{max(fmin − f (x), 0)} (3)

where fmin is the known best value of the function. Ep is the
expectation operator over distribution p.
In the following, the application of BO for FCRM model

training is outlined. It is assumed that the numberm of blocks
is fixed. As mentioned before, each block works as an intra-
space transformer, whereas the transition between the blocks
corresponds to the inter-space transformation. BO estimates
the required number θ of sub-blocks and the neurons ϕ for
each block (the number of neurons is the same for each sub-
block). These are the design parameters of FCRM. In addi-
tion, FCRM decides whether to use BN (variable ηB) within
the sub-block, and which activation function should be used
from the set {ReLU, Leak ReLU, Tanh} (variable ηA).
Thus, the FCRM design parameters are S = {2 ∈

Z(m×1),8 ∈ Z(m×1), ηA, ηB}. Therein, 2 and 8, are m × 1
column vectors. Since sub-block and neuron sizes are differ-
ent for each block, these parameters are stacked in the vectors
2 and 8, respectively. The activation function and the usage
of BN are the same for all network, so these are indicated
using single variables ηA, ηB, respectively.
The sub-blocks (SB) determine the internal structure of the

blocks. The sub-block function defining an SB can be given
as:

SB(·) = AηA (Fφ(BN .ηB (·))) (4)

The function SB is a composition of three mappings of pre-
vious SB’s outputs. As mentioned before, the control parame-
ters of these layers are determined by BO, that allows neural
architecture search. Blocks (BC ) are the highest-level units
encapsulating the detailed structure of the FCRM surrogate.
Using this definition, the entire intra-space transformation

block (BC ) function can be defined as

BC (·) = SθB( . . . S
2
B(S

1
B(·)) . . . ) (5)

where each SB and BC accept the outputs of previous SB and
BC as input. The operation of the BO search algorithm in the
context of FCRM has been summarized in Table 3.

TABLE 2. Pseudocode of bayesian optimization.

TABLE 3. Bayesian optimization algorithm.

The input parameters of the procedure are the training data
matrix (Dtr ), the number of blocks m, the fold number k ,
and the iteration step size iter. The output of the algorithm
is the set of the best neural architecture parameters which
lead to the minimum average k-fold loss value. BO first
selects a random sample from the given parameter space.
The k-fold error is evaluated for the model created using
these parameters. Subsequently, the parameter set S and the
average loss value L(avg)) are stored, and S is updated. After
the optimization process is completed, the parameter set that
gives the minimum loss value is assigned as final model for
the given training data.

In this study, the parameter ranges are set as follows:
fixed (user-defined) block and sub-block size parameter:
mε{1, 2, 3}, and θε{1, 2, 3}. The number of sub-block neu-
rons is ϕε2a, and BO tries to estimate best a value in the range
of aε{1, . . . , 10}. These parameters are individual for each
block in the model. The parameter ηA = {0, 1, 2} determines
the type of the activation function to be employed: ReLU (0),
Leak ReLU (1), or tanh (2). ηB = {0, 1} indicates whether BN
will be used or not, respectively. For Leak ReLU, the leakage
value is set to α = 10−3. The performance of the optimized
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FIGURE 3. Block diagram of neural architecture search using bayesian
optimization.

architecture trained with Dtr is tested using the holdout data
set (Dhs). Once S(best) is obtained, a newmodel is trained with
all Dtr , then tested with Dhs.

For the sake of additional clarification, Fig. 3 explains the
process of neural architecture search using a flow diagram.
As elaborated on above, the hyper-parameter determination
of the FCRM surrogate is carried out through Bayesian opti-
mization. In the first step, BO randomly generates an initial
set for the FCRM architecture search S t (t = 0). The Mean
Absolute Error (MAE) is employed as the error metric for
k-fold average score (Lavg) which also is the cost function of
the BO process. Based on the Lavg performance of previously
observed t parameter sets, BO tries to estimate an improved
hyper parameter selection for the FCRMmodel in subsequent
iterations using the acquisition function (Eq. 3) to reduce
the k-fold average score Lavg. The process is repeated until
the maximum iteration is achieved. In this work, the max-
imum iteration count is set to 30. It should be mentioned
that BO can be used for hyper-parameter optimization of
other types of regression models as well. Examples include
GRNN and SVRM.

D. MODELING FRAMEWORK
This section summarizes the overall modelling procedure
using the FCRM surrogate. It is shown in Fig. 4 in the form
of a flow diagram. In the first step, the training and hold out
datasets are acquired for a selected case study. In the second
step, the model is constructed according to the number of

FIGURE 4. Block diagram of the modelling process using the proposed
FCRM surrogate. The first step is the acquisition of the training and
testing (hold out) data, Dtr and Dhs, respectively. The average loss (i.e.,
the modelling error, cf. Section II. B) of FCRM with K -fold (herein, K = 3)
over the training data set is calculated at each iteration of model
optimization. BO updates the FCRM architecture in order to reduce the
loss as much as possible (cf. Section II. C). When the optimization is
concluded (t = Niter ), the hyperparameter set S featuring the lowest
k-fold error is assigned as Sbest . Subsequently, the final FCRM surrogate
is constructed using Sbest , and trained over the entire Dtr .

m-blocks decided upon by the user. BO defines a random
hyperparameter set S at iteration t = 0, and the model is
initialized. Subsequently, the training data Dtr is partioned
into k parts, and the average loss value resulting is transferred
to the BO block. BO updates the hyperparameter set S, and
the iteration counter is incremented. The process continues
until t = Niter .
When the BO process is completed, the hyperparameter set

that results in the lowest cross-validation loss found on the
training data is identified and marked as Sbest . The FCRM
surrogate is then is recreated according to Sbest and trained
using the entire Dtr. The actual validation of the final model
is carried out using the hold out data setDhs, which has never
entered the training process.

III. VERIFICATION AND BENCHMARKING
This section provides numerical verification and benchmark-
ing of the proposed surrogate modelling approach. The
benchmark set includes ANN-based models (Radial Basis
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Functions, Generalized Regression Neural Networks, and
Deep Residual Neural Network), with the architectures
assigned using conventional methods, as well as kernel-based
surrogates such as Support Vector Regression Machines
(SVRM), Gaussian Process Regression (GPR), and Gradient
Boosted Greedy Trees Regressor. The verification is car-
ried out using a specific example, which is a Minkowski
fractal-based FSS. This type of structure is of sufficient level
of complexity, which includes the necessity of modelling the
highly-nonlinear response over broad frequency range.

A. CASE STUDY: MINKOWSKI FRACTAL-BASED FS
Here, we introduce a case study for performance evaluation
of the proposed surrogate modelling technique. In particular,
we consider a unit element based on Minkowski fractals to
be used as a building block of a frequency selective sur-
face (FSS). Minkowski fractals, also known as Minkowski
Sausage, named after a German mathematician Hermann
Minkowski in 1907. The initial geometry of the fractal,
called the initiator, is a square, where each of the four
straight segments of the initial structure was replaced with a
generator [117].

The topology and parameterization of the FSS has been
shown in Fig. 5, where C , Ita, Hs, are geometrical design
variables of the proposed FSS that are in millimeter; M is
a multiplication coefficient determining the long-side unit
cell size with respect to the parameter C . Table 4 provides
the ranges of the geometry parameters and the considered
frequency range. The considered FSS has been formed using
a Minkowski shaped cavity in the base material, here, copper.

FIGURE 5. Geometry of the FSS unit cell.

TABLE 4. The ranges of geometry parameters of the FSS unit cell of Fig. 4,
considered in verification experiments.

B. EXPERIMENTAL SETUP
For the sake of validating the proposed methodology, the sur-
rogate models have been constructed using four data sets

TABLE 5. Generated datasets for surrogate model construction.

obtained using Latin Hypercube Sampling (LHS) design of
experiments strategy [118]–[121], as indicated in Table 5.
The Datasets 1 through 3 are used for determination of the
optimal required data for training the FSS unit element,
whereas Dataset 4, which is generated via random sampling
in the parameter space determined in Table 4, will be used as
hold-out data for evaluating the over-fitting of each model.

The aforementioned datasets are used to train the proposed
FCRM model as well as the benchmark surrogates. The
results reported in the following parts of this section concern
both their training and holdout performances.

The Mean Absolute Error (MAE) and Symmetric Mean
Absolute Percentage Error (SMAPE) metrics had been used
for performance evaluation of all models:

MAE =
1
N

N∑
i=1

|Ti − Pi| (6)

SMAPE =
100%
N

N∑
i=1

|Ti − Pi|
(|Ti| + |Pi|)/2

(7)

where Ti and Pi are the target and the predicted values of the
ith sample; N is the total number of samples.
The proposedmodel has been compared with both state-of-

the-art and conventional regression methods listed in Table 6.
There are twelve different regression models, each trained
using Datasets 1, 2, and 3. For the training process a K -fold

TABLE 6. Modelling techniques utilized in numerical experiments:
Models 1 through 9 are benchmark techniques; Models 10 through
12 refer to variations of the proposed FCRM framework.
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validation with K = 3 alongside of a hold-out validation
test with Dataset 4 has been carried out, in order to obtain a
conclusive account for the performance, including over fitting
of the models.

The hardware setup of the used computer system is
Intel R©CoreTMi7-67000K CPU @ 4.0 GHz with 16 GB
installed memory, alongside of GTX 1080TI on a 64-bit
operating system. BO runs for 30 iterations. The total compu-
tational time of model optimization depends on the number
of blocks. For m = 1, it is 37, 49, and 54 minutes for Data
sets 1, 2, and 3, respectively. For m = 2, it is 46, 55, and
63 minutes for Data sets 1, 2, and 3, respectively. Finally, for
m = 3, we have 51, 59, and 74 minutes for Data sets 1, 2,
and 3, respectively.

The data in Table 6 specifies the type of the benchmark
technique as well as the setup details. Model 1 is the Keras
Deep Residual Neural Network Regressor [122] with two
hidden layer consisting of 512 hidden neuron each trained
using the Adam’s optimizer. Model 2 is the Gradient Boosted
Greedy Trees Regressor with 1500 estimators, max leaf node
of 8 with learning srate of 0.05. Gradient Boosting Machines
(GBM), also known as Generalized Boosted Models, belong
to the state-of-the-art algorithms known as highly accurate
regression models [123]–[125]. A Support Vector Machine
(SVM) Regressor model had been taken into consideration as
Model 3. The SVM algorithm is a nonlinear generalization of
the Generalized Portrait algorithm [126].

Recently several fast kernel approximation methods
for having computationally efficient models have been
developed such as Nystroem Kernel [127], [128]. Here,
the SVM model with user defined parameters of (i) number
of component = 500, (ii) Gamma = 0.25 and (iii) kernel
function of Nystroem, has been used. Models 4 through 6
are models based on Gaussian Process Regression (GPR)
with Block Coordinate Descent (BCD). GPRmodel (kriging)
are nonparametric kernel-based probabilistic model [129].
For a large number of observations, using the exact method
for parameter estimation and making predictions on new
data might become computationally inefficient. One of the
solution methods for having computationally efficient GPR
model is BCDmethod [130], [131]. Here, four different GPR
models with BCD with respect to the variant kernel functions
have been used in Models 4 through 6.

To enable comparison with traditionally used meth-
ods, radial basis function Neural Network, and General
Regression Neural (GRNN) have been used in Models 8
and 9 [132]–[134].

Finally, as mentioned before, the proposed FCRM frame-
work (Models 10 through 12) is applied in three differ-
ent variations, constructed assuming different block sizes
m = 1, 2, and 3.

C. RESULTS, BENCHMARKING AND DISCUSSION
Themodeling results obtained using theDatasets 1 and 4 have
been gathered in Table 7. The table provides the MAE and
SMAPE error values for all considered models, including the

TABLE 7. Performance comparison of models using dataset 1 and 4.

TABLE 8. Performance comparison of models using dataset 2 and 4.

proposed FCRM framework, and the benchmark techniques.
Note that in this case only 100 training data samples were
used to set up the surrogates. It can be observed that most of
the methods exhibit a good K -fold training error, whereas the
holdout test clearly indicates that the models are over-fitted.
Among the considered benchmark approaches, Gaussian
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TABLE 9. Performance comparison of models using dataset 3 and 4.

FIGURE 6. Visualization of the FCRM model performance for a selected
FSS cell geometry (case 1): C = 0.82, Hs = 1.4, Ita = 0.75, and M = 12.5.
Surrogate constructed for m = 3 using Dataset 3; EM-simulation data (−),
and FCRM surrogate (o).

Process Regression with Block Coordinate Descent is by far
the best. Still, its overall performance is not even close to that
of the proposed method due to its over-fitting performance.

FIGURE 7. Visualization of the FCRM model performance for a selected
FSS cell geometry (case 2): C = 0.66, Hs = 4.43, Ita = 0.85, and M = 12.4.
Surrogate constructed for m = 3 using Dataset 3; EM-simulation data (−),
and FCRM surrogate (o).

Given the sparsity of the training data set, the accuracy of the
FCRM surrogate can be considered excellent.

In the next training case, cf. Table 8, a dataset with
300 samples generated via LHS has been used for training
the surrogates. The results are consistent with those presented
in Table 7 with the FCRM model performing by far the best,
both in terms of approximation and over-fitting indicators.

As a final verification case, themodels were rendered using
the largest dataset consisting of 500 samples. The results have
been gathered in Table 8. Althought noticeable improvement
can be observed for the majority of considered techniques,
the over-fitting issue is still pronounced for the benchmark
methods. This is not the case for the FCRM surrogate, which
is the overall winner also in this setup. However, in this
case, the performance of GPR is relatively close to that
of FCRM.

The results of Tables 7 through 9 can be summarized
as follows: the FCRM surrogate allows for the most effi-
cient utilization of information contained in the training
data samples, and its advantages are particularly visible for
small data sets. Having in mind that verification experiments
have been carried out in a comprehensive manner (includ-
ing nine benchmark methods), the results can be considered
conclusive.
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FIGURE 8. Visualization of the FCRM model performance for a selected
FSS cell geometry (case 3): C = 0.79, Hs = 1.94, Ita = 0.23, and M = 7.7.
Surrogate constructed for m = 3 using Dataset 3; EM-simulation data (−),
and FCRM surrogate (o).

For the sake of supplemental validation, visualization
of the FCRM surrogate constructed with m = 3 versus
EM-simulated FSS characteristics has been provided for
the three selected designs, shown in Figs. 6 through 8,
respectively. The obtained optimal hyper parameters using
BO are as follows: SB = Fully Connect + Leak ReLU,
2 = {2, 2, 1},8 = {768, 512, 512}) The characteristics are
obtained for random test designs (different from the training
locations).

In Fig. 6, the FSS model with design parameters C =
0.82,Hs = 1.4, Ita = 0.75, and M = 12.5, has been pre-
sented. The figure shows the Real and Imaginary parts of both
S11 and S21. Additionally, the moduli of S11 and S21 in dB are
also presented to provide a better indication of the predictive
power of the proposed surrogate. Two other design cases are
presented in Figs. 7 and 8, respectively, corresponding to the
following parameter sets: C = 0.66,Hs = 4.43, Ita = 0.85,
andM = 12.4 (Fig. 7), andC = 0.79,Hs = 1.94, Ita = 0.23,
and M = 7.7 (Fig. 8). Overall, a visual agreement between
EM simulated responses and the surrogate-predicted data is
excellent. The apparently visible differences in dB charater-
istcs of for the third case study originate from small abso-
lute values the S-parameters; the error values are practically
insignificant.

IV. CONCLUSION
The paper proposed a novel approach to surrogate modelling
of high-frequency structures, referred to as a fully-connected
regression model, or FCRM. The proposed methodology
employes Bayesian Optimization to determine the architec-
ture and the hyperparameters of the underlying deep neural
network surrogate. Both are made dependent on available
training data structure in pursuit of avoiding the over-fitting
issues. The model setup is determined automatically, which
eliminates the need for engaging engineering insight as well
as trial-and-error approaches, both being a commonplace
when setting up neural-networ-type of metamodels.

The FCRM framework has been comprehensively vali-
dated using a challenging problem of fractal-based frequency
selective surface. The results obtained for several cardinalities
of the training data sets and nine benchmark methods demon-
strate the reliability of the presented modelling methodology.
In particular, automatic determination of the model architec-
ture allows—to a great extent—for mitigating the over-fitting
problem, which directly translates into excellent predictive
power of the model even for small training data sets. At the
same time, the sensitivity of the model performance to train-
ing data allocation has been reduced.

Given the large scale of comparatory experiments, these
advantages of FCRM have been demonstrated conclusively.
The proposed approach can be considered a viable alternative
to existing surrogate modelling approaches, especially when
handing difficult cases, characterized by sparse allocation of
the training samples and highly-nonlinear system outputs.

It should also be mentioned that because the FCRM surro-
gate is purely data-driven, it is possible to extend the modeled
FSS output to represent its S-parameters at various oblique
incidence angles. To this end the EM-simulated system out-
put has to be generalized from vectors (S-parameters ver-
sus frequency) to tensors (two-dimensional tables containing
S-parameters evaluated at various frequencies and incidence
angles). Other than that, the model can be applied in a
straightforward manner
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